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Abstract

Population-based surveys such as national health interview surveys (HISs) are
essential tools to collect information on health status, use of health care and health
determinants in the general population. However, the validity of self-reported
information through surveys is a concern due to the associated selection and reporting
biases. In addition to these validity issues (as a result of selection and reporting bias),
HISs are also facing other challenges due to the increasing need of researchers for
more comprehensive data to answer complex research questions. Increasing the
number of questions in HIS may result in a high workload for interviewers and a
significant burden on respondents. This would lead to dropouts resulting in missing

data and lower response rates, which both affect data quality.

Data linkage has become a popular approach in the secondary use of existing data.
It is being increasingly used in health services research, longitudinal studies, disease
surveillance and health policy. Data linkage has been found to be a useful and efficient
approach for obtaining more complete data without increasing the length of the
guestionnaires. In addition, data linkage can play a crucial role to get further insights

about the validity of self-reported information.

In Belgium, the Belgian health interview survey (BHIS) and the Belgian compulsory
health insurance (BCHI) data are important population-based data sources. Linking
the two data sources (HISlink) allows on the one hand a validation of some of the
survey data, and results on the other hand in a richer database which offers new

research opportunities useful for public health authorities.

Based on the use case of the HISIlink, the overarching aim of this thesis was to
investigate the potential benefits and opportunities of linking health survey data with

health insurance data for public health research.

To explore the fundamental concepts of data linkage, a literature review was
undertaken to cover the following questions: What is data linkage? What are
commonly the types of linked data? What methods have been used to link data?
What are the challenges and the legal issues? How to assess the quality of linked

data?



Then, the following two research questions were examined:
1. To what extent can linked data be used to assess data validity?

This question was explored for three topics: self-reported mammography uptake,

chronic diseases, and polypharmacy.

2. To what extent can linked data be used to respond to policy-relevant

guestions which cannot be addressed with each of the sources separately?

This question was explored for two policy-relevant research questions: what are
predictors of nursing home admission among the older population? What is the
mediating effect of health literacy in the relationship between socioeconomic status

and health outcomes.

Although the objectives of this thesis are quite broad, offering a wide range of research
possibilities, only a limited number of topics were selected. This selection was guided
by the relevance of the topics for public health (relevance for the commissioner of the
linkage, relevance with respect to societal challenges), and the feasibility in the

relation to the information available in both databases.

What is datalinkage? What are commonly the types of linked data? What
methods have been used to link data? What are the challenges and the
legal issues? How to assess the quality of linked data?

Data linkage brings together information that relates to the same individual, family,
place or event from different data sources. Varying data sources within the context of
health public research can be linked together, including surveys data (e.g., health
interview surveys, health examination surveys, social surveys) and administrative
data (e.g., health insurance claims data, hospital discharge data, prescription drugs

data, electronic medical records, diseases-specific registries).

Two approaches have been identified to undertake a linkage: the deterministic (rule-
based) methods where an exact match on all linking variables is required, and the
probabilistic (score-based) methods where a match weight (score) is assigned to
represent the likelihood that two records belong to the same individual. The content
and quality of the data sources to be linked play an important role in the choice of the
linkage methods. The deterministic methods are simplest and best suited to 'perfect’

data where there are unique personal identifiers or highly discriminating linkage keys.



The probabilistic methods are the most commonly used approaches because perfect

data are rare, however these methods are also more complex to implement.

Privacy and confidentiality issues remain the key concerns in data linkage. Linkage
errors pose the greatest threat to the quality of linked data and ultimately may lead to
information bias and selection bias. Care must therefore be taken to assess the quality
of the linkage in order to provide reliable results. Several methods are proposed to
assess the quality of the linked data including standard metrics (e.g., match rate,
recall, precision, etc.) or more elaborated approaches (e.g., comparison with gold
standard, sensitivity analysis, comparison linked vs. unlinked data, quality control
check, etc.). Researchers must validate the linked data before undertaking any

analysis.

To what extent can linked data be used to assess data validity

The potential of linked data to be used for validity analysis was presented in three

papers.

The first paper entitled “Validity of self-reported mammography uptake in the Belgian
health interview survey: selection and reporting bias “ (chapter 4) focused on
mammography uptake and examined the validity of BHIS 2013 information on this
topic, using BCHI data as the gold standard. This case study revealed considerable
differences in the prevalence of mammography uptake among women aged 50-69
years in the BHIS source (75.5%), compared to the BCHI source (69.8%) and the
random sample of the BCHI (64.1%). The validity of BHIS information regarding
mammography uptake was significantly affected by both selection bias (assessed
through the comparison of BCHI based estimates for the participants included in the
BHIS sample and the same estimates in the random sample of the BCHI) and
reporting bias (assessed through a comparison of BHIS-based estimates with BCHI-
based estimates within the same sample). The relative size of selection bias and
reporting bias was 9% and 8%, respectively. The reporting bias, which turned out to
be mainly related to ‘telescoping’ (i.e. remembering that an event occurred more
recently than it actually did) was unequally distributed across population subgroups.

The second paper entitled “Comparing administrative and survey data for ascertaining
chronic disease prevalence (chapter 4) compared BHIS and BCHI data for

ascertaining the prevalence of a selection of chronic diseases. Good agreement for
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diabetes, cardiovascular diseases (including hypertension), Parkinson's disease and
thyroid disorders (kappa between 0.63 and 0.77), moderate agreement for epilepsy
(kappa = 0.46) and poor agreement for chronic obstructive pulmonary disease and
asthma (kappa = 0.35). The agreement was influenced by individual socio-
demographic characteristics and health status, although their effects varied from one

chronic disease to another.

The third paper entitled “Assessing polypharmacy in the older population: comparison
of a self-reported and prescription based method” (chapter 4) compared the two data
sources for estimating the prevalence of polypharmacy and assessed their
complementarity. The study highlighted that within the population aged 65 years and
older, self-reported and prescription based polypharmacy prevalence estimates were
respectively 27% and 32%. Overall agreement was moderate, but better in men
(kappa = 0.60) than in women (kappa = 0.45). Determinants of moderate

polypharmacy did not vary substantially by data source.

In summary, findings from these three validity studies suggested that the data
collected as part of a health interview survey differs from that found in administrative
data sources, and this varies according to the specific topics under consideration and
the characteristics of the survey participants. Although both data sources have their
advantages, relying solely on one would result in a poor estimate of the indicator in
guestion. For this reason, objective data should be combined with survey data

wherever possible.

To what extent can linked data be used to respond to policy-relevant
guestions which cannot be addressed with each of the sources
separately?

This question was addressed in two papers.

The first paper entitled “Predictors of nursing home admission in the older population
in Belgium: a longitudinal follow-up of health interview survey participants” (chapter 5)
showed how the linkage of BHIS data with longitudinal BCHI data can be used to
estimate the cumulative risk of nursing home admission among the older population
of 65+ years (BCHI data) and its predictors (BHIS data) in Belgium. The cumulative
risk of nursing home admission was 1.4%, 5.7% and 13.1% at, respectively 1 year, 3

years and 5 years of follow-up. The factors predicting nursing home admission are



multifactorial: a higher age, living situation (social supports), history of falls, urinary
incontinence, physical chronic conditions and mental disorders such as Alzheimer’s
disease, appeared as strong predictors of nursing home admission. The findings
suggested that preventing falls, managing urinary incontinence at home and providing
appropriate and timely management of limitations, depression and Alzheimer's

disease would delay the onset of nursing home admission.

The second paper entitled “Does health literacy mediate the relationship between
socioeconomic status and health related outcomes in the Belgian adult population?”
(chapter 6) presented a case study investigating the mediating effects of health
literacy on the relationship between socioeconomic status as measured by education,
income and a selected health and health related outcomes in varying domains: 1)
health behaviour (physical activity, diet, alcohol and tobacco consumption), 2) health
status (perceived health status, mental health), 3) use of medicines (purchase of
antibiotics), and 4) use of preventive care (preventive dental care, influenza
vaccination, breast cancer screening). Health literacy was found to partially mediate
the association between socioeconomic status and physical activity, type of diet,
alcohol and tobacco consumption, perceived health status, mental health and
preventive dental care. The mediating effect of health literacy accounted for 2.5% to
15.4% of the total effect, suggesting that improving health literacy might reduce
socioeconomic disparities in these domains. There was no significant mediating effect
of health literacy in the pathway through which socioeconomic status affects the

purchase of antibiotics, influenza vaccination and breast cancer screening.

These two case studies showed that in public health, to answer certain research
guestions the use of multiple data sources is required. In such cases, data linkage is
a powerful tool for obtaining a richer database from which to carry out the necessary
analyses. Both of these studies could not have been be carried out with one database.
Specifically, while some information can only be extracted from administrative data
sources (for example, date of entry into the nursing home), other information can only
be obtained through health surveys (such as health status, health behaviour, social
support). Furthermore, thanks to the linked data, researchers can choose to combine
information from the two sources in order to obtain a more accurate indicator or to
choose the source of the information according to the confidence placed in the source

for this information.



Conclusions and recommendations

This thesis demonstrates that data linkage brings significant added value to public
health research. It makes it possible to assess the validity of data sources and to
answer policy-relevant research questions that cannot be answered using separate
tools. However, linking survey data to administrative data is challenging because of
privacy considerations and time consuming. The work undertaken in the context of
this thesis have a number of implications. Caution should be exercise when using
survey and administrative data separately to produce policy-relevant indicators. As
much as possible, the linkage of both data sources should be used. From a public
health perspective, policy makers should continue investing in data linkages; taking
up initiatives to work towards a better balance between the right to privacy of
respondents and society’s right to evidence-based information to improve health;
facilitating access and reuse of data including data linkage through tools like the
European health data space or national data linkage hubs. Researchers should
consider improving the communication with the surveys participants, so there is more

willingness to give a consent for linkage.

Although based on Belgian data and in Belgian specific context, we believe that this
study has a much broader implications and could be useful to researchers who plan

to link health survey data with health administrative data for their respective projects.



Résumé

Les enquétes populationnelles, telles que les enquétes nationales de santé par
interview, sont des outils essentiels pour collecter des informations sur |'état de santé,
l'utilisation des soins de santé et les déterminants de la santé au sein de la population
générale. Toutefois, la validité des informations autodéclarées dans le cadre des
enquétes peut étre mise & mal en raison de biais de sélection et de déclaration qui y
sont associés. Outre les problemes de validité que ces biais entrainent, les enquétes
de santé par interview sont également confrontées a d'autres défis en raison du
besoin croissant des chercheurs de disposer de données plus complétes pour
répondre a des questions de recherche complexes. L'augmentation du nombre de
guestions dans les enquétes peut entrainer une charge de travail élevée pour les
enquéteurs et un fardeau important pour les répondants. Il en résulterait des
abandons qui se traduiraient par des données manquantes et des taux de réponse

plus faibles, ce qui affecterait la qualité des données.

Le couplage de données issues des enquétes avec d’autres sources d’informations
individuelles est devenu une approche populaire dans I'utilisation secondaire de
données existantes. Elle est de plus en plus utilisée dans la recherche sur les services
de santé, les études longitudinales, la surveillance des maladies et la politique de
santé. Le couplage de données s'est avéré étre une approche utile et efficace pour
obtenir des données plus complétes sans augmenter la longueur des questionnaires.
En outre, le couplage de données peut jouer un rdle crucial pour obtenir des

informations supplémentaires sur la validité des informations autodéclarées.

En Belgique, les données de l'enquéte de santé belge (BHIS) et de l'assurance
maladie obligatoire belge (BCHI) sont d'importantes sources de données au niveau
de la population. Le couplage des deux sources de données (HISIlink) permet d'une
part de valider certaines données de I'enquéte, et d'autre part d'obtenir une base de
données plus riche qui offre de nouvelles possibilités de recherche utiles aux autorités

de santé publique.

Sur la base d’'études de cas HISIink, I'objectif principal de cette theése était d'étudier

les avantages potentiels de coupler les données des enquétes de santé aux données



de l'assurance maladie, et les perspectives qui sont offertes pour la recherche en
santé publique.

Pour explorer les concepts fondamentaux du couplage des données, une revue de la
littérature a été entreprise afin de répondre aux questions suivantes : Qu'est-ce que
le couplage de données ? Quels sont les types de données couplées ? Quelles sont
les méthodes utilisées pour coupler les données ? Quels sont les défis et les
questions juridiques liés au couplage de données ? Comment évaluer la qualité des

données couplées ?
Ensuite, les deux questions de recherche suivantes ont été examinées :

1. Dans quelle mesure les données couplées peuvent-elles étre utilisées pour

évaluer la validité des informations provenant de 'une ou de I'autre source ?

Cette question a été étudiée pour trois sujets : la mammographie autodéclarée, les

maladies chroniques et la polypharmacie.

2. Dans quelle mesure les données couplées peuvent-elles étre utilisées pour
répondre a des questions stratégiques ne pouvant étre traitées avec 'une ou
l'autre source prise séparément ?

Cette question a été étudiée a partir de deux questions de recherche pertinentes pour
les politiques de santé : quels sont les facteurs prédictifs de I'admission en maison de
repos au sein de la population agée ? Quel est l'effet médiateur de la littératie en
santé dans la relation entre le statut socio-économique et les résultats en matiere de

santé ?

Bien que les objectifs de cette thése soient assez vastes et offrent un large éventail
de possibilités de recherche, seul un nombre limité de sujets a été sélectionné. Cette
sélection a été guidée par la pertinence des sujets pour la santé publique (pertinence
pour le commanditaire du couplage, pertinence par rapport aux défis sociétaux), et la

faisabilité par rapport aux informations disponibles dans les deux bases de données.



Qu'est-ce que le couplage de données ? Quels sont les types de
données couplées ? Quelles sont les méthodes utilisées pour coupler
les données ? Quels sont les défis et les questions juridiques
rencontrés ? Comment évaluer la qualité des données couplées ?

De maniére générale, le couplage de données permet de rassembler des informations
relatives a la méme personne, a la méme famille, au méme lieu ou au méme
événement provenant de différentes sources de données. Dans le contexte de la
recherche en santé publique, différentes sources de données peuvent étre couplées,
notamment les données d'enquétes (par exemple, les enquétes de santé par
interview, les enquétes de santé par examen, les enquétes sociales) et les données
administratives (par exemple, les données d'assurance maladie, les données sur les
sorties d'hopital, les données sur les médicaments délivrés sur ordonnance, les

dossiers médicaux électroniques, les registres spécifiques a certaines maladies).

Deux approches ont été identifiées dans la littérature pour entreprendre un couplage :
les méthodes déterministes (basées sur des regles), qui exigent une correspondance
exacte pour toutes les variables de couplage, et les méthodes probabilistes (basées
sur des scores), qui attribuent un poids (score) a la correspondance pour représenter
la probabilité que deux enregistrements appartiennent au méme individu. Le contenu
et la qualité des sources de données a coupler jouent un réle important dans le choix
des méthodes de couplage. Les méthodes déterministes sont les plus simples et les
mieux adaptées aux données "parfaites” lorsqu'il existe des identifiants personnels
uniques ou des clés de couplage trés discriminantes. Les méthodes probabilistes sont
les plus couramment utilisées car les données parfaites sont rares, mais elles sont

également plus complexes a mettre en ceuvre.

Les questions de protection de la vie privée et de confidentialité des données restent
les principales préoccupations en matiere de couplage. Par ailleurs, les erreurs de
couplage constituent la plus grande menace pour la qualité des données couplées et
peuvent en fin de compte entrainer un biais d'information et un biais de sélection. |
faut donc veiller & évaluer la qualité du couplage afin de fournir des résultats fiables.
Plusieurs méthodes sont proposées pour évaluer la qualité des données couplées, y
compris des mesures standard (par exemple, le taux de correspondance, le rappel,
la précision, etc.) ou des approches plus élaborées (par exemple, la comparaison

avec l'étalon-or, I'analyse de sensibilité, la comparaison entre les données couplées



et les données non couplées, la vérification du contrle de la qualité, etc.) Les

chercheurs doivent valider les données couplées avant d'entreprendre toute analyse.

Dans quelle mesure les données couplées peuvent-elles étre utilisées
pour évaluer la validité des informations ?
Le potentiel des données couplées pour l'analyse de la validité de celles-ci a été

présenté dans trois articles.

Le premier article intitulé "Validity of self-reported mammography uptake in the
Belgian health interview survey: selection and reporting bias" (chapitre 4) portait sur
le recours a la mammographie et examinait la validité des informations auto-
rapportées provenant du BHIS 2013 sur ce sujet, en utilisant les données du BCHI
comme étalon-or. Cette étude de cas a révélé des différences considérables dans la
prévalence du recours a la mammographie chez les femmes agées de 50 a 69 ans
dans la source BHIS (75,5 %), par rapport a la source BCHI (69,8 %) et a I'échantillon
aléatoire du BCHI (64,1 %). La validité des informations du BHIS concernant le
recours a la mammographie a été significativement affectée par le biais de sélection
(évalué par la comparaison des estimations basées sur le BCHI pour les participants
inclus dans I'échantillon du BHIS et les mémes estimations dans I'échantillon aléatoire
du BCHI) et par le biais de déclaration (évalué par la comparaison des estimations
basées sur le BHIS avec les estimations basées sur le BCHI au sein du méme
échantillon). L'importance relative du biais de sélection et du biais de déclaration était
respectivement de 9 % et de 8 %. Le biais de déclaration, qui s'est avéré étre
principalement lié au "télescopage" (c'est-a-dire le fait de se souvenir qu'un
événement s'est produit plus récemment qu'il ne s'est réellement produit), était

inégalement réparti entre les sous-groupes de la population.

Le deuxieme article intitulé "Comparing administrative and survey data for
ascertaining chronic disease prevalence" (chapitre 4) a comparé les données du BHIS
et du BCHI pour déterminer la prévalence d'une sélection de maladies chroniques
dans la population générale. La concordance était bonne pour le diabéte, les maladies
cardiovasculaires (y compris I'hypertension), la maladie de Parkinson et les troubles
thyroidiens (kappa compris entre 0,63 et 0,77), modérée pour I'épilepsie (kappa =
0,46) et médiocre pour la bronchopneumopathie chronique obstructive et I'asthme

(kappa = 0,35). La concordance a été influencée par les caractéristiques
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sociodémographiques individuelles et I'état de santé, bien que leurs effets variaient

d'une maladie chronique a l'autre.

Le troisieme article intitulé "Assessing polypharmacy in the older population:
comparison of a self-reported and prescription based method" (chapitre 4) a comparé
les deux sources de données pour estimer la prévalence de la polypharmacie et a
évalué leur complémentarité. L'étude a montré que, dans la population agée de
65 ans et plus, les estimations de la prévalence de la polypharmacie autodéclarée et
basée sur les ordonnances étaient respectivement de 27 % et 32 %. La concordance
globale était modérée, mais meilleure chez les hommes (kappa = 0,60) que chez les
femmes (kappa = 0,45). Les déterminants de la polypharmacie modérée ne variaient

pas sensiblement selon la source de données.

En résumé, les résultats de ces trois études de validité suggérent que les données
collectées dans le cadre d'une enquéte de santé par interview different de celles
trouvées dans les sources de données administratives, et ce, en fonction des themes
spécifiques considérés et des caractéristiques des participants a I'enquéte. Bien que
les deux sources de données aient leurs avantages, se baser uniqguement sur l'une
d'entre elles aboutirait & une mauvaise estimation de l'indicateur en question. C'est
pourquoi les données objectives doivent étre combinées avec les données d'enquéte

dans la mesure du possible.

Dans quelle mesure les données couplées peuvent-elles étre utilisées
pour répondre a des questions d'ordre politique qui ne peuvent étre
traitées avec chacune des sources séparément ?

Cette question a été abordée dans deux articles.

Le premier article intitulé "Predictors of nursing home admission in the older
population in Belgium: a longitudinal follow-up of health interview survey participants”
(chapitre 5) montre comment le couplage des données du BHIS avec les données
longitudinales du BCHI peut étre utilisé pour estimer le risque cumulé d'admission en
maison de repos parmi la population agée de 65 ans ou plus (données BCHI), et les
prédicteurs d'admission en maison de repos en Belgique (données BHIS). Le risque
cumulé d'admission en maison de repos était de 1,4 %, 5,7% et 13,1 % a
respectivement 1 an, 3 ans et 5 ans de suivi. Les facteurs prédictifs de I'admission en

maison de repos sont multifactoriels : un age élevé, la situation de vie (soutien social),
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les antécédents de chutes, l'incontinence urinaire, les maladies chroniques physiques
et les troubles mentaux tels que la maladie d'Alzheimer, sont apparus comme des
facteurs prédictifs importants de l'admission en maison de repos. Les résultats
suggerent que la prévention des chutes, la gestion de lincontinence urinaire a
domicile et la prise en charge appropriée et opportune des limitations, de la
dépression et de la maladie d'Alzheimer permettraient de retarder I'admission en

maison de repos.

Le deuxieme article intitulé "Does health literacy mediate the relationship between
socioeconomic status and health related outcomes in the Belgian adult population?"
(chapitre 6) présentait un cas étudiant les effets médiateurs de la littératie en santé
sur la relation entre le statut socio-économique, mesuré par I'éducation, le revenu et
une sélection de résultats en matiere de santé dans différents domaines : 1) le
comportement en matiere de santé (activité physique, type d'alimentation,
consommation d'alcool et de tabac), 2) I'état de santé (la santé percue, la santé
mentale), 3) l'utilisation de médicaments (achat d'antibiotiques) et 4) le recours aux
soins préventifs (soins dentaires préventifs, vaccination contre la grippe, dépistage du
cancer du sein). La littératie en santé s'est avérée étre un médiateur partiel de
l'association entre le statut socio-économique et l'activité physique, le type
d'alimentation, la consommation d'alcool et de tabac, la santé percue, la santé
mentale et les soins dentaires préventifs. L'effet médiateur de la littératie en santé
représentait de 2,5 % a 15,4 % de l'effet total, ce qui suggére que I'amélioration de la
littératie en santé pourrait réduire les disparités socioéconomiques dans ces
domaines. Il n'y a pas eu d'effet médiateur significatif de la littératie en santé dans la
voie par laquelle le statut socio-économique affecte l'achat d'antibiotiques, la

vaccination contre la grippe et le dépistage du cancer du sein.

Ces deux exemples montrent qu'en santé publique, l'utilisation de sources de
données multiples est nécessaire pour répondre a certaines questions de recherche.
Dans ce cas, le couplage de données est un outil puissant qui permet d'obtenir une
base de données plus riche a partir de laguelle il est possible d'effectuer les analyses
nécessaires. Ces deux études n'auraient pas pu étre réalisées avec une seule base
de données. En effet, si certaines informations ne peuvent étre extraites que de
sources de données administratives (par exemple, la date d'entrée dans la maison de

repos), d'autres ne peuvent étre obtenues que par le biais d'enquétes de santé (telles
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que l'état de santé percue, le comportement en matiere de santé, le soutien social).
De plus, grace aux données liées, les chercheurs peuvent choisir de combiner les
informations des deux sources afin d'obtenir un indicateur plus précis ou de choisir la
source de l'information la plus appropriée en fonction de la confiance accordée a la

celle-ci pour cette information.

Conclusions et recommandations

Cette these démontre que le couplage de données apporte une valeur ajoutée
significative a la recherche en santé publique. Elle permet d'évaluer la validité des
sources de données et de répondre a des questions de recherche pertinentes pour la
politique, auxquelles il est impossible de répondre a l'aide d'outils distincts.
Cependant, la réalisation de couplage entre les données d'enquéte et les données
administratives est difficile en raison de considérations liées a la protection de la vie
privée et prend du temps. Les travaux entrepris dans le cadre de cette these ont un
certain nombre d'implications. Il convient d'étre prudent lors de l'utilisation séparée
des données d’enquéte et des données administratives pour produire des indicateurs
pertinents pour les politiques. Dans la mesure du possible, il convient d'utiliser le
couplage entre les deux sources de données. Du point de vue de la santé publique,
les décideurs politiques devraient continuer a investir dans les couplages de données,
a prendre des initiatives pour trouver un meilleur équilibre entre le droit a la vie privée
des personnes interrogées et le droit de la société a disposer d'informations fondées
sur des données probantes pour améliorer la santé, a faciliter I'accés et la réutilisation
des données, y compris le couplage de données, grace a des outils tels que l'espace
européen des données de santé ou les centres nationaux de couplage de données.
Les chercheurs devraient envisager d'améliorer la communication avec les
participants aux enquétes, afin qu'ils soient plus enclins a consentir au couplage des
données.

Bien que basée sur des données belges et dans le contexte spécifique de la Belgique,
nous pensons que cette étude a une implication beaucoup plus large et pourrait étre
utile aux chercheurs qui prévoient de coupler les données d'enquétes de santé aux

données administratives de santé pour leurs projets respectifs.
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Chapter 1. General introduction

1.1. BACKGROUND

Data linkage (or record linkage) is a method that brings together information that
relates to the same individual, family, place or event from different data sources (1— 3)
and is used to produce comprehensive data in a cost-effective way. Complex research
questions require information from different data sources (integration of data),
especially when the researcher does not have access to a rich database. A new and
repeated primary data collection which covers all the dimensions that need to be
considered is not only costly in terms of resources and a burden on the respondents,
but is especially cost-inefficient where there is a possibility of linking with existing data.
Therefore, researchers regularly opt for pooling independent data sources to obtain
more comprehensive data in a cost-effective way. Internationally, data linkage is a
common and widely accepted practice in public health for research addressing the
use of health services, longitudinal studies, disease surveillance (4—7), and especially
to leverage existing data. Linkages are increasingly used to generate evidence to
inform policy and to guide health-service planning (3). In recent years, the secondary
use of existing data has increased thanks to improved access arrangements, and data
linkage has become one of the most cost-effective ways of supporting research in
public health and epidemiology (8—11).

Different types of data can be brought together: one can either link diverse routine
administrative data, or link survey data (preferably repeated) cross-sectional and
longitudinal data collections to administrative data. Administrative data can be linked
to health (e.g. hospital discharge data, sentinel networks, disease registries) but also
to health determinants (socioeconomic status (SES), demographics, environment,
etc.). In countries where administrative data linkage is well established (e.g. in the UK,
Australia, Canada, Nordic countries), routinely linked administrative data sources are
increasingly being used for public health research purposes (12-16), either by
creating cohort studies (e.g. the Nordic registry-based cohort studies (14), the mother-
baby cohort in England (17), the Danish open dynamic cohort (18) and the Melbourne
Injecting Drug User Cohort Study (19)), or for specific study purposes (20,21). For
instance, using a linkage of multiple administrative data sources (administrative
workers’ compensation claims data, universal health insurance data, state hospital

and emergency department data, and social welfare data), Lane et al. (2021) were
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Chapter 1. General introduction

able to estimate the impact of benefit cessation (income replacement cessation after
5 years) on healthcare service use in the UK (21). Moreover, the practice of linking
survey data, from either cross-sectional (4,22) or longitudinal studies (4,23) with
administrative data is often done to supplement survey information. In this context,
the linkage can be project-based (ad hoc data linkage) or routine-based (systematic
data linkage). Ad hoc data linkage is undertaken to support just one or a limited
number of research projects, while systematic data linkage is undertaken on a
proactive and regular basis for a population, with a view to supporting an indefinite

number of future (and as yet undefined) health-related research projects.

Although the backbone of many (systematic) linkages relate to administrative data
(i.e. registry-based linkage), this thesis will focus solely on the linkage of survey and
administrative data and on the benefits and opportunities for public health research

that arise from the linkage of these types of data.

1.2. WHY LINK SURVEY DATA WITH ADMINISTRATIVE
DATA?

When linking survey data and administrative data, the advantages of the different data
sources are combined while limitations of individual data sources can be
compensated for. These synergy effects create an enriched body of data that forms
the basis for answering new research questions (24). Indeed, health survey data are
collected to monitor health status, well-being, health behaviour and other health
determinants, and health care access, while administrative data are collected for other
purposes than research, depending on the type of administrative data (e.g. the
primary purpose of hospital discharge data is the financing of the hospitals; health
insurance data are a tool to implement reimbursement of healthcare costs, but
mortality data are collected for health monitoring).

Linking administrative data to population survey datasets provides important

advantages:

1. It reduces respondents’ burden by reducing the number of questions that
need to be asked or by allowing some complex, detailed and uninteresting
questions to be replaced by questions which respondents find more

interesting or salient (4). Reducing respondent burden improves the quality of
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the data collected by avoiding unanswered questions (or missing values in

the dataset), for example.

It provides a means of enriching survey datasets with additional data not
collected directly from the survey participants, offering vital information on
their health outcomes. The enriched datasets provide opportunities for
research that may not have otherwise been possible by allowing the
exploration of new hypotheses not foreseeable using independent datasets
(4,10,24-29).

It reduces the cost of obtaining additional information from the survey

participants, given the expense of active follow-up procedures (29).

It offers a significant increase in the number of auxiliary variables that may be

used to assess or adjust for non-response bias in survey data (4).
It serves to validate self-reported information.

It offers cost-effective means to maximize the use of existing publicly funded

data collections.

It lays the groundwork for multidisciplinary health-research initiatives involving
investigators from numerous fields, such as public health, epidemiology,
pharmacology, economics and policy, owing to the combination of a wide
range of information, such as health status, diagnosis, risk factors, use of
health care and services, and socioeconomic background, at general

population level.

PROOF OF CONCEPT IN LINKING HEALTH SURVEY
AND ADMINISTRATIVE DATA

As previously mentioned, the linkage between survey data and administrative data

has been used for a number of purposes. Here are a few examples.

1.3.1. Complementing survey data

Linkage with administrative data constitutes a powerful and cost-effective method for

complementing survey data, specifically from cohort studies (30-33).
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For example, in Germany, the lidA- leben in der Arbeit, a cohort study on work, age
and health, utilizes a linkage between survey data and claims data from a large

amount of statutory health insurance data (24).

In France, CONSTANCES is a very large “generalist” population-based cohort
designed for health research and for providing public health information, which
collects information from a representative sample of the French population, aged 18-
69 years. The inclusion of participants takes place in a health examination centre of
the insurance scheme, where they are given a medical examination and asked to
complete a questionnaire about their health, their lifestyle and occupational history. A
biobank (for blood and urine storage) is constituted. The follow-up includes an annual
self-administered questionnaire, a medical examination every five years, and the
linkage to various administrative data such as the SNIIRAM (national inter-scheme
health insurance information system), the CNAV (National Old-Age Insurance Fund)
and CépiDc (System for Automated Coding of Causes of Death) databases. Currently
(May 2023), more than 200,000 participants are included in the cohort (31,32).

The Cohort of Norway (CONOR) uses the Norwegian unique identification humbers
to link health survey data from consenting participants to administrative data (e.g.
national health registries, drug prescription, disease registers, census), and thereby
help build a nationally representative multipurpose cohort. This database has been
used in several studies. For instance, Riise et al. (2021) assessed the association
between casual blood glucose level and subsequent cardiovascular disease (CVD)

and mortality among community-dwelling adults without a diagnosis of diabetes (34).

In Canada, the Canadian Longitudinal Study on Aging (CLSA) (35) and the Canadian
Partnership for Tomorrow’s Health (CanPath) (36) are two nationwide longitudinal
cohort studies that collect information on lifestyle and behaviours, health outcomes,
social and physical environments. To complement information collected in each
cohort and for passive follow-up of participants, both CLSA and CanPath plan to link
consenting participants’ data to the information collected in provincial administrative
health databases such as vital statistics, hospitalisations, physician billing, and drug

prescription (35,36).
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1.3.2. Building longitudinal studies

Survey data can be linked to one or more administrative data collections to form
longitudinal population data that can be used for different research purposes. In 2020,
Druschke et al. realised a data linkage of primary data obtained via a postal
guestionnaire to parents/caregivers of children born between 2007-2013 (aged 7 to
13 years - EcoCare-Pin birth cohort (37)) with two secondary data sources: 1) health
insurance data (from 2007 to 2013), and 2) medical data from kindergarten- and
school-entry examinations of Saxon health authorities. This linked longitudinal data
collection enabled investigating the short- and long-term consequences of preterm
birth with regard to parental stress, parent-child relationship, family and child quality

of life, child development, and healthcare utilisation including costs (38).

The Integrated Data Infrastructure (IDI) database in New Zealand (NZ) consists of a
central spine and many nodes (collections of datasets linked to the spine). The IDI
spine is intended to capture the ‘ever-resident’ NZ population and is itself the result of
a linkage between three key datasets: taxation from 1999 onwards, NZ births from
1920 onwards, and long-term visa approvals from 1997 onwards. Nodes are
collections of datasets that share a common identifier and are usually collected by the
same agency. For example, the people and communities node includes labour force
and social surveys conducted by Statistics New Zealand, and the health node includes
datasets such as pharmaceutical dispensing, lab tests, and hospital discharges. The
linked data form a national-level longitudinal dataset that can be used for research,

policy development and national statistical reporting (39—-41).

The Western Australia Data Linkage System (WADLS), an international leader in data
linkage, has now managed to link up to 40 years of data from over 30 population-
based research surveys as well as administrative datasets (e.g. births, deaths,
hospital inpatients, electoral rolls) covering the 2 million inhabitants of Western
Australia (10). The WADLS has supported over 400 studies with over 250 journal

publications and 35 graduate research degrees (10).
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1.3.3. Validating survey information

Furthermore, linking survey data with administrative data is a well-established method
for external validation of survey-based information (4,26,28,39,42—-44), as is

demonstrated in the following examples:

Hafferty et al. (2017) used survey-record data linkage to assess the validity of self-
reported medication use against national prescribing data in Scotland and found a
very good agreement for antidepressants and antihypertensives but moderate-poor
agreement for mood stabilizers (45).

Hall et al. (2004) studied the validity of self-reported screening for prostate cancer and
colorectal cancer in the United States using medical records as gold standard. The
authors concluded that there was an overreporting of screening using self-reported
data, making those data less appropriate to evaluate progress towards reaching
national goals for prevention behaviours (42).

Richardson et al. (2013) assessed the agreement between interview-ascertained
medication use and pharmacy records using the linkage between the Irish
Longitudinal study on Ageing with pharmacy dispensing records. They concluded that
ascertaining medication use via patient interview seems a valid method for most
medication classes and also captures nonprescription and supplement use. However,
topical medications and medications only used when needed may be underreported
(43). Another study assessed the agreement between the results of a respiratory
health survey conducted in Montreal on children aged 6 months to 12 years and the
“Regie de I'assurance maladie du Quebec” (RAMQ, Quebec health insurance board)
database in terms of the diagnosis of asthma and medical services use. The authors
found moderate agreement between the two data sources for the diagnosis of asthma

when a definition requiring 2 diagnoses in the RAMQ database was used (46).

1.3.4. Addressing methodological issues

Linked survey and administrative data have been used in studies for bias assessment.
Indeed, Gorman et al. (2014) assessed the representativeness (selection bias) of
population-sampled health surveys on alcohol-related outcomes through linkage to

administrative data (47). Meyer et al. (2021) combined administrative and survey data
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to improve income measurement (48). Morgan et al. (2020) also used a linkage
between the national survey on adolescents’ health and well-being in Wales with
routine datasets (e.g. general practice, inpatient, and outpatient records) to assess
the impact on overall parental consent rates on study completion and sample
representativeness. The authors concluded that introducing data linkage consent
within a national survey of adolescents had no impact on study completion rates.
However, students consenting to data linkage, and those successfully linked, differed
from non-consenting students on several key characteristics, raising questions

concerning the representativeness of linked cohorts (49).

The linkage of survey data with administrative data can also serve for non-response
analyses. For example, Linnenkamp et al. (2020) used the linkage between a cross-
sectional study on depression among patients with diabetes and the German statutory
health insurance data to evaluate whether non-response is a potential source of bias
within a study. The authors found differences in age, sex, diabetes treatment and
medication use between respondents and non-responders, which might bias the
results, but did not find differences in terms of depression (50).

1.3.5. Addressing specific research questions

Linking survey data with administrative health data can be a useful population-based
predictive tool or to study specific research questions. For example, Domhoff et al.
(2023) will perform and evaluate the linkage of German Care Needs Assessment data
with statutory health insurance claims data. The resulting dataset should enable the
identification of factors in health care predicting the time between the onset of long-
term care dependency and the admission to a nursing home in Germany in
subsequent analyses (51). Using health survey data linked to administrative health
services data, the Institute for Clinical and Evaluative Sciences (ICES) researchers in
Ontario, Canada, developed and validated an algorithm for population-based
prediction of diabetes - the Diabetes Population Risk Tool (DPORT) that accurately

predicts diabetes risk in a population (52).

Using the linkage of Canadian Community Health Survey (CCHS) with medical claim
data, Rosella et al. (2014) investigated a wide range of individual-level characteristics

that are associated with community-dwelling high-cost users. They found that high-
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cost user status was strongly associated with being older, having multiple chronic
conditions, and reporting poorer self-perceived health. The authors further found that
high-cost users tended to be of lower socio-economic status, former daily smokers,
physically inactive, current non-drinkers, and obese (53). Saunders et al. (2021) made
use of a linkage of the 2015 Early Development Instrument (EDI) cycle and health
administrative data to measure medical and social risk factors for early developmental
vulnerability in Ontario, Canada. The authors highlighted the relative contribution of
medical and social risk factors to developmental vulnerability and poor school
achievement (54). Using the linkage of the Canadian Community Health Survey
(CCHS) to hospital, physician and medication data, Lemstra et al. (2009) compared
health care utilisation rates and costs between income groups in Saskatoon, Canada.
They concluded that residents with lower income are responsible for disproportionate
usage of hospitals, physicians and medications; due mainly (but not entirely) to higher

disease prevalence (55).

1.3.6. In short, linking health survey and administrative data is an

approach that benefits both data sources

From the above, it is clear that the linkage of survey data with administrative data is
well established. For population health monitoring, one of the most important and
tailored sources of information are population-sampled surveys, such as health
interview surveys (HIS). A HIS plays an important role in shaping the development,
implementation, and evaluation of public health policy and practice (47). By means of
an HIS, health data can be collected that are ‘unique’ (no other way to collect such
data) such as data related to mental health, self-perceived health or health
behaviours, and it is possible to collect a range of information at the same time.
However, an HIS can be expensive and time-consuming depending on the data
collection approaches (e.g. face-to-face data collection is more expensive and time-
consuming than online data collection). In addition, an HIS can be affected by different
types of bias such as selection bias, recall bias or social desirability bias (24,56),
which may impede valid inference. Some areas of the HIS are more prone to a specific
type of bias than others. For example, events such as contacts with healthcare
providers, preventive care or medication use are more likely to be biased by memory,

while health habits such as smoking or alcohol consumption are more likely to be
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biased by social desirability. While recall bias can be resolved by replacing HIS data
with health administrative data, bias due to social desirability (e.g. smoking) cannot
be resolved by linkage. Next to survey data, researchers are increasingly considering
the secondary use of available health data, i.e. re-using data that were firstly gathered
for a different purpose. As these data have already been collected, secondary data
can theoretically be accessed easily in a quick and resource-efficient way. In addition
to their cost efficiency in terms of data collection, secondary data offer additional
advantages, depending upon their nature and source (38,57). For instance,
administrative record data, such as data obtained from health insurance, from primary
care files or hospital information systems, from disease-specific registers or from the
mortality database (7,57), are increasingly used as secondary data for public health
research purposes. Valid information on health and health care use is essential to
accommodate health policies to the needs of the population. Health care information
from records is usually considered as more accurate and reliable than self-reported
information obtained in the context of an HIS. However, registered data are primally
collected for administrative purposes and are not always suitable for epidemiological
research. Moreover, they also have some limitations, as they may be incomplete and
depend on the method by which they are collected (electronically or not). Finally,
administrative data can be very complex, therefore requiring inside knowledge and

clearly documented metadata to fully understand them.

1.4. CONTEXT OF THE LINKAGE BETWEEN THE BELGIAN
HEALTH INTERVIEW SURVEY DATA AND THE BELGIAN
COMPULSORY HEALTH INSURANCE DATA (HISLINK)

In this thesis we focus on the linkage of two major health data sources in Belgium: the
Belgian Health Interview Survey (BHIS) and the Belgian Compulsory Health

Insurance (BCHI).

The BHIS is a nationally representative, cross-sectional household interview survey
that serves as an important source of information on the population’s health and
health-related behaviours in Belgium (58). The BHIS has been organised every 5
years since 1997 and aims to monitor the health status, well-being, health
determinants and health care access of the population over time. One of the strengths
of the BHIS is that it provides information on self-perceived health, lifestyle factors

and behaviours, which can only be collected through surveys. It includes a multitude
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of topics in the field of health, health determinants and care, but the increasing
demand of the commissioners and stakeholders to inflate the content of the
guestionnaire faces a significant challenge. BHIS data are also used by external
researchers in different fields, who request more and more complete and detailed data
to perform more in-depth analyses. However, there is of course a limit to the length of
the survey questionnaire, as more tedious interviews lead to an increasing burden for
both the interviewers and the interviewees. The main impact of this phenomenon is a
loss of the quality of the collected data due to fatigue and the reduction in confidence
in the conclusions drawn from the survey (29) due to increase of the non-response
rate. There is therefore a pressing need to decrease the burden of the survey for the
interviewers and the interviewees in order to collect good-quality data. One approach
to reduce the length of the BHIS questionnaire is to replace or substitute, where
possible, information traditionally obtained from the BHIS with information existing in
other data sources, such as administrative records. This is particularly the case for

information on medical consumption.

The BCHI also has an important role in collecting health-related data. Indeed, In
Belgium, there is compulsory health insurance, which is a source of exhaustive and
detailed data on the reimbursed health expenses of over 98% of the total population.
Almost every citizen is a member of one of the seven “ziekenfonds” or “healthcare or
sickness funds” (compulsory-health insurance organisations). Since 2002, the
InterMutualistic Agency (IMA), an overarching national organisation, collects and
manages data on all Belgian citizens from these healthcare funds (hereinafter referred
to as BCHI data). Therefore, the BCHI is the most important administrative data
source regarding population healthcare consumption in Belgium. These data are
widely exploited by important actors in the health field, such as the National Institute
for Health and Disability Insurance (NIHDI), the Belgian Health Care Knowledge
Centre (KCE), the Belgian Federal Planning Bureau and the healthcare insurers, for
reimbursement purposes, assessment and planning of healthcare costs. In addition,
BCHI data have also been used for specific studies, beyond their initial intended use
(secondary use). Furthermore, since BCHI data registrations are usually standardised
and continuously collected, they enable trend analyses and longitudinal studies (59).
However, the BCHI data also have some shortcomings. Because they are collected

for administrative purposes, they might not include all the relevant information to
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answer specific research questions. For instance, sociodemographic, clinical

information and mental health information are limited or non-existent.

As already discussed, both the BHIS and BCHI data have their strengths and
shortcomings. While BHIS data are self-reported and subject to bias, BCHI data tend
to be more valid but lack information on important health determinants, such as socio-
demographic and lifestyle information. By linking survey data with administrative data,
more comprehensive and high-quality data can be included in the BHIS database
without increasing the workload for the interviewers and the interviewees. The BHIS
data have been previously linked with other data sources such as mortality data (60)
and census data (60,61).

In 2012, the NIHDI commissioned a feasibility study on a possible linkage between
BHIS 2008 and BCHI data from 2007 (or 2005 for some specific cases) to 2010
(further referred to as HISIlink). The main objective of this pilot study was to serve
three specific research purposes: (a) to explore regional differences in healthcare
consumption in more depth; (b) to assess the validity of healthcare-consumption-
based chronic disease indicators against self-reports of chronic diseases; (c) to
estimate the cost to Belgian health insurance if some groups of non-reimbursed
medicines (analgesics, laxatives and calcium supplements) were to be reimbursed
(62). Moreover, Sciensano took advantage of the linkage opportunity to request two
additional objectives: (a) to substitute where possible BHIS-based data with BCHI
data (in order to decrease the BHIS burden and to have less biased data) and (b) to
enrich the BHIS dataset. Once these two datasets were linked, two more studies were
carried out on the linked data (56,63). The success of the pilot study allowed to foresee
a systematic linkage of the data sources, the “HISlink project” starting in 2017, i.e.
between each wave of BHIS and corresponding BCHI data. The project is specifically
meant to respond to policy-relevant questions raised by NIDHI, who is the
commissioner. The HISlink project takes advantage of the strengths of both data
sources to be used synergistically and provides opportunities for new and advanced
research. While the BHIS data on medical consumption could be subject to recall bias
and thus be inaccurate, so prone to substitution by BCHI data, it is a reliable source
for detailed information on sociodemographic data, health-related behaviour and
mental health. On the other hand, the BCHI data gathers elements that cannot be

collected by means of a survey (e.g. costs of health care). In this perspective, linking
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both data sources yields a ‘richer’ database. However, such a linkage has its own
challenges and considerations that need to be taken into account. The challenges
may vary according to the context such as the need of linkage consent and the
applicable data protection requirements. Within the framework of HISIlink, data from
two BHIS waves have been linked to BCHI data: BHIS 2013 and BHIS 2018. The

linkage procedure with data from BHIS 2023 is under preparation.

1.5. PRINCIPAL OBJECTIVES AND RESEARCH QUESTIONS

Based on the use case of the HISlink, the overarching aim of this thesis is to
investigate the potential benefits and opportunities of linking survey data with health

insurance data for public health research.
The following parts and questions will be addressed:

1. To explore the fundamental concepts of data linkage, a literature review was
undertaken to cover the following questions: What is data linkage? What are
commonly the types of linked data? What methods have been used to link
data? What are the challenges and the legal issues? How to assess the
quality of linked data?

Then, the following two research questions were examined:

2. Despite the increasing availability of health and health-related administrative
data, self-reported information obtained through questionnaires in national
health interview surveys (HISs) such as BHIS remains an important source of
health information. An HIS provides information on a wide range of health-
related topics, measured at the same time and at the level of the total
population (including people not using healthcare services) from the
perspective of the individual. HISs are extensively used to make comparisons
between population groups and between countries, and to assess time
trends. In the European Union, all Member States (MS) collect data on the
health status, provision of healthcare, health determinants and
socioeconomic situation to feed a common European Health Interview Survey
(EHIS) (64).

EHIS is an example of use of survey data for comparison between countries

and across time periods. Harmonised data collected through EHIS serve to
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construct European health indicators that are of key importance to the
national- and European-level health policies and play an important role in
comparisons between MS. The data collected through the HISs are often
used for reporting to international instances such as WHO, UN and OECD
where they are used to feed important reports such as the OECD Health at a
Glance report (65), the Health System Performance Assessment (HSPA) (66)
and the European Health Report published jointly by the WHO’s Regional
Office for Europe and the European Commission (64). Furthermore, national
HISs-based information is widely available and used by many people
(policymakers, researchers, healthcare professionals, patient organisations,
journalists, etc.) and for many purposes (67). It is therefore important to
ensure that HIS-based information is valid. However, despite numerous
studies on the validity of HIS-based data (43,45,46,67,68), the validity of self-
reported information remains a cause for concern. Therefore, research on the
validity of HIS-based estimates is relevant and needs to be continuously
updated. Data linkage can play a crucial role in obtaining further insights
about the validity of self-reported information. The first research question is
therefore: To what extent can linked data be used to assess data

validity?

Researchers are increasingly faced with a greater demand for data in different
areas of public health and research questions that require more
comprehensive data, or even data from multiple sources. Previous studies
have highlighted the need to implement linkage between HISs and
administrative data sources (67,69) as a part of the solution to obtain a
complete picture of population health and health-related information without

increasing survey workloads.

The BHIS and BCHI data are complementary and represent valuable sources
of information in the Belgian health information system, but with their own
strengths and limitations. Linking BHIS and BCHI data will result in a richer
database that offers new research opportunities for public health authorities.
Therefore, an important aim of this thesis is to present use cases that
demonstrate the added value of linked survey and administrative data to

explore policy-relevant research questions that cannot be sufficiently
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investigated by each of the databases separately. The second research
question is therefore the following: To what extent can linked data be used
to respond to policy-relevant questions which cannot be addressed with

each of the sources separately?

Although the objectives of this thesis are quite broad, offering a wide range of research
possibilities, only a limited number of topics were selected to meet them. This
selection was guided by the relevance of the topics for public health (relevance for the
commissioner of the linkage, relevance with respect to societal challenges), and the

feasibility in relation to the information available in both databases.

Hence, the first research question was explored for three topics: self-reported
mammography uptake, chronic diseases, and polypharmacy; and the second
research question was explored for two policy-relevant research questions: What are
predictors of nursing-home admission among the older population? What is the
mediating effect of health literacy in the relationship between socioeconomic status

and health outcomes.

1.6. OUTLINE OF THE THESIS
The outline of this thesis is summarised below.

Chapter 2 related to the background of data linkage, outlines some fundamental
concepts relating to data linkage. It provides the definitions of data linkage, a broader
description of common types of databases involved in linkages and presents an
overview of data linkage methods. In addition, it describes the challenges, privacy
concerns and legal issues related to data linkage as well as practical considerations
to be taken into account when planning to link databases. Finally, the chapter focuses
on quality assessment of linked data and linked data validation. However, in this
chapter, no attempt will be made to provide a complete review of the literature on data
linkage. Therefore, it is beyond the scope to comprehensively review all the data
linkage aspects. Only a broader overview of the related aspects mentioned above will
be provided. The interested reader may refer to Dusetzina et al. (2014) (70) for an
expanded review of the literature. In addition, a large collection of work on record
linkage by various authors with extensive references is presented (71-74). Chapter 2

is based on a literature review and is useful for understanding the next chapter 3 on
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the HISlink implementation in terms of the linkage methods, the challenges and
privacy issues encountered, the quality assessment and the validation of the linked
data.

Chapter 3 provides a concise description of data sources, including the BHIS data,
the BCHI data and the random sample of the BCHI and focuses on the HISlink as a
use case of linking survey data with health insurance data. It presents the practical
implementation of the HISlink, the main challenges and privacy issues encountered,
the main outcomes in terms of linked data, and useful recommendations for future

data linkages.

On the basis of three cases, chapter 4 shows how linked data can be used in validation
studies in the presence of gold standard, in comparison of data sources when there
is not a gold standard and demonstrates the added value of using different but
complementary data sources to study the same research question with the same
study population. Indeed, the linked data offers opportunities to answer
methodological questions on the validity of survey information, such as the validity of
self-reporting information. For instance, data on the mammography uptake is usually
based on self-reports in population-based surveys such as BHIS. However, the
validity of self-reported information through surveys is a concern, due to the
associated potential reporting bias. To gain further insights into the validity of self-
reported mammography uptake in Belgium, in the first paper related to this chapter,
we assessed the selection and reporting biases of BHIS-based estimates in the target
group (women aged 50-69 years) using reimbursement data for mammograms taken
from the BCHI.

Currently, the estimation of the prevalence of many chronic diseases (CDs) in Belgium
is still often based on self-reported BHIS data. On the NIHDI’s initiative, we evaluated
whether BCHI data can be used to ascertain the prevalence of CDs in the Belgian
population. For this purpose, in the second paper of this chapter, the linkage was
utilised to study the agreement between BHIS-based diagnosis and pseudo-diagnosis

based on health consumption for a selected number of CDs.

The third paper in this chapter demonstrates the use of linkage to show how
polypharmacy can be addressed from different angles and how this yields

complementary information. More specifically, this paper explores the agreement
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between polypharmacy (use or prescription of =5 medicines) and excessive
polypharmacy (=210 medicines) between both sources in the older general population

in Belgium and assesses the relative merits of each data source.

Other BHIS information as a good candidate for validation as compared to BCHI data
are information on contact with healthcare providers. However, the validity of these
indicators has already been tested in the framework of a previous study (67) and is

therefore not discussed in the frame of this thesis.

The studies presented in chapter 5 and chapter 6 both show the potential of linked

data to study policy-relevant research questions which cannot or can only be
investigated less precisely with one database only. Although both studies address the
added value of linked data in terms of policy-research questions, they use different
aspects of linked data that deserve to be separated (longitudinal and cross-sectional

aspects).

Chapter 5 concerns the use of linked survey data with administrative data for
longitudinal study. The linked data not only increase the number of variables, but also
make it possible to track the healthcare consumption of BHIS participants over time.
Tracking BHIS participants up to 5 years after the survey, research questions can be
addressed that require a longitudinal design. The paper in this chapter estimates the
cumulative risk of nursing-home admission (NHA) among the older population of 65+

years at 1 year, 3 years and 5 years of follow-up and its predictors in Belgium.

Chapter 6 concerns a use case showing the added value of linked data in answering
policy-relevant questions. The NIHDI is interested in exploring the extent to which
health literacy (HL) can mediate the relationship with SES, as measured by education,
household income and health related outcomes in areas that are of high interest to
policymakers, such as health prevention, health behaviour, health status including
mental health. From a policy perspective, estimating the total causal effect that is due
to the mediation of HL could help to set up interventions to reduce socioeconomic
health disparities. The related paper to this chapter explores the mediating effects of
HL on the relationship between education, income and a selected health related
outcomes in varying domains: 1) health behaviour (physical activity, diet, alcohol and
tobacco consumption), 2) health status (perceived health status, mental health), 3)
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use of medicines (purchase of antibiotics), and 4) use of preventive care (preventive

dental care, influenza vaccination, breast cancer screening).

Chapter 7 is based on a summary paper that provides an overview of the methodology

used in the HISIink, the principal challenges and privacy issues encountered and the

main outcomes in terms of linked data, and useful recommendations for future data

linkages.

Finally, chapter 8 briefly summarises the research problem and the main findings of

the thesis. It then reviews the strengths and limitations, followed by future

perspectives, implications and recommendations, and ends with a final conclusion.

Table 1.1 provides an overview of the thesis objectives, chapters and the related

publications.

Table 1.1: Overview of the thesis structure

Thesis parts and Thesis chapters
objectives

Papers and related chapter

Chapter 1: General
introduction

Chapter 2: Introducing
data linkage

Chapter 3: Data
sources and

implementation of
HISlink

Background and
descriptive information

Chapter 7: HISlink:
methodology,

challenges,
opportunities and
recommendations for
public health research

Paper 6 (Summary paper): Linking health
survey data with health insurance data:
methodology, challenges, opportunities
and recommendations for public health
research. An experience from the HISIlink
project in Belgium

Chapter 4.1: validation

Objective 1: Validation
(and comparison)

Paper 1. Validity of self-reported
mammography uptake in the Belgian
health interview survey: selection and
reporting bias

Chapter 4.2:
comparison

Paper 2: Comparing administrative and
survey data for ascertaining chronic
disease prevalence
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Chapter 4.3:
comparison

Paper 3: Assessing polypharmacy in the
older population: comparison of a self-
reported and prescription-based method

Chapter 5: added value
(longitudinal study)

Paper 4: Predictors of nursing home
admission in the older population in
Belgium: a longitudinal follow-up of health

Objective 2. Added interview survey participants

value for policy-

relevant questions Chapter 6: added value | Paper 5: Does health literacy mediate the
(additional policy- relationship  between  socioeconomic
relevant questions) status and health related outcomes in the

Belgian adult population?

General discussion Chapter 8: General
and recommendations discussion and
recommendations

1.7. CONCLUSIONS

Linking survey data with health administrative data is increasingly used in public
health research. Such linkage offers new opportunities for research into the use of
health services and public health. Building on the experience of the linkage between
BHIS and BCHI data sources, this thesis will summarise useful background
information on data linkage and the practical implementation of linking data. The use
of linked data to validate self-reported information or to compare complementary data
sources will be demonstrated. Additionally, the added value of the linked data in terms
of answering policy-relevant questions will be addressed. Finally, some

recommendations for future linkages will be formulated.
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2.1. INTRODUCTION

The term record linkage was first used in 1946 when Dunn described linkage of vital
records from the same individual (birth and death registrations) and referred to the
process as “assembling the book of life”: «Each person in the world creates a Book of
Life. This Book starts with birth and ends with death. Its pages are made up of the
records of the principal events in life. Record linkage is the name given to the process
of assembling the pages of this Book, into a volume» (1). In fact, the ‘book of life’ for
every individual in the world as described by Dunn contains pages covering the
principal events of a life, such as the individual’s contacts with the health and social
security systems from birth to death. This description of a volume containing a
chronological history of significant life events from every aspect of a person’s lifetime
provides a perfect picture of what record linkage can achieve, with each book

containing a different story (2).

Data linkage is a method that brings together information that relates to the same
individual, family, place or event from different data sources (3,4). Data linkage is also
referred to as record linkage in computer science (5,6). Other synonyms such as
‘record matching’, ‘entity resolution’, ‘merge-purge’ (6), ‘data matching’, ‘entity
resolution’, ‘co-reference resolution’ or ‘deduplication’ (7) are also used. The term data

linkage will be used in this thesis.

Data linkage has become an increasingly used method for service evaluation and
research (6). The increasing power of computers since the 1980s (8) as well as the
development of computerised record linkage (9) played a crucial role in this progress.
This digital era makes it possible to link even large data sets, such as large population-
based linkage (8). Population-based linkage systems have been established in
several countries around the world, including Australia, Canada, the UK and the
Nordic countries (6,10-15). Data from different sources can be linked together and,
depending on the contents of the databases, the best methods of linkage should be
selected. Moreover, because data linkage has been increasingly used for research,
there has been a growing interest in methodological issues associated with the
creation and analysis of linked datasets (6,14,16-18). In the process of data linkage,
researchers need to take into account several considerations. Bradley et al. (2010)

identified five basic steps for linking databases:
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(1) I1dentify the data sources that can be linked to answer a specific research question.

(2) Obtain the necessary approvals, including institutional ethics boards, regulatory

authorities, and funding sources.

(3) Select the variables that will be used to link the databases and individually clean

the datasets.

(4) Determine the best method for linking databases and develop algorithms

accordingly.
(5) Evaluate the quality of the link between data sources (19).

A detailed description of the above five steps is beyond the scope of this thesis. Only
the common types of data sources involved in linkages, data linkage methods
including linkage variables, quality assessment of linked data and validation of linked
data will be discussed. The necessary institutional approvals will not be discussed in
this chapter as they vary considerably from country to country and, depending on the
type of data to be linked and the organisations involved in the linkage (public or private
organisations) and their interests, the available regulatory authorities may be bound
by different laws. However, in the following chapter, the institutional permissions for
the HISlink use case will be described. Next to those steps described by Bradley et
al. (2010), this chapter also summarises the types of data linkage, describes the
challenges, privacy concerns and legal issues related to data linkage as well as

practical considerations to be taken into account when planning to link databases.

Because this thesis does not focus on data linkage per se, no attempt will be made to
provide a complete review of the literature on data linkage. Therefore, it is beyond the
scope to comprehensively review all the data linkage aspects. Only a broader
overview of the related aspects mentioned above will be provided. The interested
reader may refer to (20). for an expanded review of the literature. In addition, a large
collection of work on record linkage by various authors with extensive references is
presented (6,14,21-24).

The current chapter is based on literature review.
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2.2. COMMONLY LINKED DATABASES WITHIN THE
CONTEXT OF HEALTH RESEARCH

With the evolution of data linkage techniques, researchers are now able to link multiple
and varying data sources within the context of health research — including surveys
data and administrative data. Surveys data, whether cross-sectional or longitudinal,
are usually collected for specific research purposes. Data from health interview
surveys, health examination surveys and social surveys are the most common survey

data that are linked with administrative data.

Administrative data are essentially collected for purposes other than research. They
are usually collected for the purpose or in the process of service delivery, such as the
provision of health care (e.g. hospital discharge data), to respond to legal
requirements of registering particular events (e.g. births and deaths registration data)
or to provide a particular service (21). Such data can be governmental or institutional.
As with survey data, administrative data may be either longitudinal or cross-sectional
in nature. Many administrative datasets store information by spell (i.e. by period), e.qg.
period of welfare benefit receipt or time spent in hospital. Such datasets are inherently
longitudinal as successive spells for a given individual can be linked with each other
so that change can be observed over time (25). Administrative data could be from
multiple sources, either population-based or institutional-based and typically include
healthcare administrative data, vital registrations systems data, census data, labour
market and social protection data, financial data, environmental data, etc.

Healthcare administrative data are mainly collected for financial or clinical
management purposes and are generated at every encounter with the health care
system, e.g. in relation to a visit to a physician’s office, a diagnostic procedure, an
admission to hospital, or the reception of a prescription at a community pharmacy.
The terms “healthcare utilisation data”, “administrative healthcare billing records”,
“administrative claims data”, or simply “claims data” are synonyms of “healthcare
administrative data” (26). Common sources of health-related administrative data are
health insurance claims data, hospital discharge data, prescription drugs data,

medical records, disease-specific registries, etc.

Table 2.1 summarises the most common databases that are often linked and the key

items they contain besides the individual’s identification number (IDs).
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Category

Description and relevant items

Examples

Website / Reference

(Health) Survey
data

Contains self-reported information on
health status, health care use,
sociodemographic information, health
behaviour and clinical measurements
(blood pressure, height, weight, etc.) in
case of examination surveys, etc.

Belgian Health Interview Survey (BHIS)

Health Interview Survey | sciensano.be

National Health Interview Survey (NHIS),
USA

NHIS - National Health Interview Survey (cdc.gov)

National Health and Nutrition Examination
Survey (NHANES), USA

NHANES - National Health and Nutrition Examination Survey
Homepage (cdc.gov)

EU-Statistics on Income and Living
Conditions (EU-SILC)

EU Statistics on Income and Living Conditions « European
University Institute (eui.eu)

Scottish Health Surveys (SHeS)

Scottish Health Survey - gov.scot (www.gov.scot)

The Irish Longitudinal study on Ageing
(TILDA)

https://tilda.tcd.ie/

Canadian Community Health Survey
(CCHS)

Canadian Community Health Survey - Canada.ca

Health insurance
claims data

Include demographic information, date of
service, providers, type of service,
healthcare expenditures, procedures,
(diagnoses).

Belgian compulsory health insurance
(BCHI) data

Données de santé (ima-aim.be)

Ontario Health Insurance Plan (OHIP)
claims,

https://www.health.gov.on.ca/en/public/programs/ohip/

The German Statutory health insurance
data

Statutory health insurance - GKV-Spitzenverband

Hospital morbidity
data

Hospital separation data (discharges,
transfers and deaths) from all non-
psychiatric hospitals.

Include relevant clinical data (e.g. primary
and secondary diagnosis), procedures
performed, length of stay, residential

Minimal Hospital Data (MHD), Belgium

https://www.health.belgium.be/en/node/23774

Hospital morbidity data system, Western
Australia

Hopsital Morbidity Data System (HMDS) Reference Manual -
Part A Data Element Defintions (health.wa.gov.au)

Hospital Episodes Statistics (HES), UK

Hospital Episode Statistics (HES) - NHS Digital
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address and demographic characteristics
of patients.

Discharge Abstract Database (DAD),
Canada

https://www.cihi.ca/en/discharge-abstract-database-metadata-
dad

Medical records
data

Primary care data. The data set includes
demographic information, date of death,
age of deceased, cause of death,
occupation of deceased and the health
authority to which a

person is registered.

Intego data, Flanders (Belgium)

https://www.intego.be/fr/

National Health Service Central Register
(NHS-CR), UK

National Health Service Central Register | National Records of
Scotland (nrscotland.gov.uk)

Medicare & Medicaid Services (CMS) data,
USA

https://www.cms.gov/research-statistics-data-and-
systems/research/mcbs?redirect=/mcbs/

Disease registries

All incident cases. Include patient-level
demographics data, event dates, cancer
site, cancer morphology, first course of
treatment (surgery, radiation).

Belgian cancers registry

https://kankerregister.org/default.aspx?lang=EN

Dutch Pediatric and Adult Registry of
Diabetes; DPARD, the Netherlands

https://dica.nl/dpard/home

Diabetes-Patienten-
Verlaufsdokumentation; DPV, Germany

https://buster.zibmt.uni-ulm.de/projekte/DPV/

Norwegian Surveillance System for
Communicable Diseases (MSIS)

Norwegian Surveillance System for Communicable Diseases
(MSIS) (helsedata.no)

Prescription
drugs data

Pharmacy dispensing records. Contains
information on all prescribed drugs
dispensed under the medical card scheme.
The data include patient’s age; gender; and
for each medicine dispensed, the non-
proprietary drug name, proprietary drug
name, strength, and quantity dispensed. All
prescription items are coded using the
WHO ATC classification system.

Pharmanet data, Belgium

https://metadata.ima-aim.be/fr/app/bdds/Fu

Ontario Drug Benefit (ODB) Claims,
Canada

https://data.ontario.ca/dataset/ontario-drug-benefit-odb-database

Scottish NHS prescriptions data

https://www.opendata.nhs.scot/dataset/prescriptions-in-the-
community

Census data

Focus was on demographic and socio-
economic information in a comprehensive
and detailed way. Could also include
subjective information and opinions of
individuals, such as their perceived health
and the quality of their environment. Could
include characteristics of geographic unit

Belgian census data

https://census2011.fgov.be/

US census data

https://www.census.gov/data.html

57




Chapter 2. Introducing data linkage

(e.g. median household income, racial
composition, employment rates).

Labour market
and social
protection data

Holds detailed information about the social
security benefits and tax credits received
by each individual. Contains daily
information on employment histories,
information on transfer payments and
wages, number of unemployed, number of
individuals receiving benefits, full
demographics, profession, etc.

Integrated Employment

Biographies of the Institute for Employment
Research (IAB), Germany

https://fdz.iab.de/en/our-data-products/individual-and-household-
data/siab/

The Crossroads Bank for Social Security,
Belgium

https://www.ccc-ggc.brussels/en/observatbru/data-
sources/crossroads-bank-social-security-datawarehouse-labour-
market-and-social

Vital statistics
(birth and death
records)

Population births and deaths registration.
Contains full demographics, mother's and
father's details, date of death, underlying
causes of death, other conditions present

Vital registrations from Statbel, Belgium

https://statbel.fgov.be/en

National Death Index, USA

https://www.cdc.gov/nchs/ndi/index.htm

Environmental
data

Concentrations of air pollutants

European Environment and Epidemiology
(E3) Network: E3 geoportal environmental
datasets

ECDC Geoportal | E3 Network (europa.eu)

Belgian Interregional Environment Agency
(IRCEL - CELINE) data

https://www.irceline.be/en

Provider /
institutional files

Data collected at provider or organisation
level. Provides resource information (e.g.

number of physicians, specialists, hospitals
per 100,000 residents), global information
on

indicators of medical consumption

National institute for health and disability
insurance (NIHDI), Belgium

https://www.inami.fgov.be/fr/Pages/default.aspx

American Medical Association Physician
Masterfile, USA

https://www.ama-assn.org/practice-management/masterfile/ama-
physician-masterfile

American Hospital Association, USA

https://www.aha.org/
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2.3. TYPES OF DATA LINKAGE: AD HOC VS SYSTEMATIC

DATA LINKAGE

Data linkages can be ad hoc (project-based), or routine (systematic) data linkage. An
ad hoc data linkage focuses on just one or a small number of research projects and
in this form it is widely practised worldwide in clinical, health services, and public
health research. Often it links records of harmful exposures or beneficial healthcare
interventions with records of health outcomes. In contrast, systematic data linkage is
undertaken on a proactive and systematic basis for health data pertaining to an entire
population and it is aimed to be used as data infrastructure for an indefinite number
of future (and as yet undefined) research projects. Systematic data linkage involves
the maintenance of a permanent and continuously updated master linkage file and a
master “statistical linkage key (SLK)) (27). The contrasting characteristics of these

approaches are shown in Table 2.2 below.

Table 2.2: Main differences between ad hoc and systematic data linkage

Ad hoc datalinkage Systematic data linkage

requirements

clinical data come together.

Purpose Supports one research project (or a Supports an indefinite number of
small number) with known mostly unknown future research
objectives. projects.

Data sets Limited to those needed for the Unlimited — the more data sets the
known research objectives (often 2- more versatile and effective is the
3 data sets). system.

Data Usually, partial identifiers and Only requires partial identifiers —

clinical data can be sought later on a
project-by-project basis

used to fund the project.

Time of Data linkage activity closes once Open-ended and requires continuous
activity links between the specified data are updates of the links as new data
in place. arrive.
Storage of Usually, links are stored as an Requires a dedicated storage
links integral part of the research project mechanism for links = the master
data linkage key.
Funding Usually draws on the research grant Requires dedicated infrastructure

funding for a central, ongoing unit

Source: Tom Briffa and Jane Heyworth. Introductory analysis of linked health data course. Principles and
hands-on applications. Version 3.5s February 2019 (28).

59




Chapter 2. Introducing data linkage

2.4. DATA LINKAGE METHODS

The linkage of two or more data sources requires at least one common identifier
between these data sources. Data linkage is a relatively straightforward process in
situations where perfect unique personal identifiers exist in all the datasets to be linked

or where identifying information is recorded without error.

In such circumstances, the matching process can be limited to a simple sort and
merge of the data sources by personal identifiers. However, perfect datasets are rare,
and it is more common that there will be discrepancies in identifying information
between pairs of records belonging to the same person. In these situations, exact
matching using these personal identifiers miss a significant number of true links.
Depending on the quality of the data and the availability of unique identifiers, one can
distinguish overall three broad approaches to linkage methods: deterministic (rule-
based) methods, probabilistic (score-based) methods and a group of newer
approaches such as techniques that make use of advanced machine learning
algorithms (29,30). Although these methods are usually treated as distinct methods,
in practice, linkage studies often use a combination of deterministic and probabilistic
methods, using initial deterministic steps to reduce the number of comparison pairs
for subsequent probabilistic linkage (31,32).

2.4.1. Deterministic linkage methods

Deterministic linkage or rule-based methods are relatively straightforward approaches
to linkage. Deterministic algorithms indicate whether record pairs agree or disagree
on a given set of identifiers, where agreement on a given identifier is assessed as a
discrete “all-or-nothing” outcome (20). These methods, which typically require exact
agreement on identifiers, are useful when there are unique identifiers or a set of
several attributes that are highly discriminative, completed and accurate. In this ideal
situation when unique and reliable identifiers exist, the linkage process can be
reduced to a simple sort of the records by unique identifiers (21). This one-step
procedure using a single unique identifier or a set of personal several discriminative
attributes is called “exact” deterministic linkage (20,33). The usual common unique
identifiers include for example the Social Security Number (SSN), the Health
Insurance Claim Number (HICN) and the Medical Record Numbers in USA, the
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national insurance number in UK, the community health index in Scotland
(6,29,34— 37) and the national register number in Belgium (38—40).

However, in most situations, there are no such unique identifiers and only common
non-unique identifiers like names, sex, date of birth, race, postcode exist between
datasets to be linked. For such situations, exact matching using these personal
identifiers miss a significant number of true links (33). Therefore, the strict
deterministic approaches are usually relaxed by allowing a linkage on a specified set
of partial identifiers (e.g. surname, sex and postcode) (6,29,34-36) allowing small
differences in identifiers and using a succession of rules. In other words, in case of
partial identifiers, the deterministic linkage approaches make use of a pre-determined
set of rules that will be executed in a particular order for classifying pairs of records
as belonging to the same individual. So a step-wise algorithmic linkage involving a
series of progressively less restrictive steps to allow variation between record
attributes (also referred as “multiple-step strategy” or “iterative” deterministic linkage)
is used. A record pair is classified as “linked” if it meets the criteria or parameters at
any step; otherwise, it is classified as “non-linked” (20). For example, the three-step
deterministic algorithm used in England to link hospital admission records for the
same individual in Hospital Episode Statistics is based on a sequential set of rules
looking for agreement on a combination of identifiers (41,42): 1. NHS number, date of
birth and sex; 2. Local patient identifier, hospital provider, date of birth, sex and
postcode; 3. Date of birth, sex and postcode. The steps are continued until as many

records as possible are correctly linked (19).

Deterministic methods are designed to avoid false matches (i.e. records from different
individuals link erroneously), since it is unlikely that different individuals will share the
same set of identifiers, although this can occur where there are identifier errors. On
the other hand, deterministic methods requiring exact agreement on identifiers are
prone to missed matches (i.e. records from the same individual fail to link), as any
recording errors or missing values can prevent identifier agreement (6,42,43). A
deterministic linkage method is most applicable when the number of records to be
matched is relatively small, there are a limited number of data attributes for linkage,
and there are minimal recording errors within the underlying datasets, i.e. files with
high-quality data (35). When the number of data attributes and rules required is small,

the development of the deterministic matching algorithms is relatively simple and is
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easy to implement. The more the linkage involves large datasets with complex
characteristics, the more complicated the rules-based matching routines become (44).
Deterministic matching systems are typically less sensitive to errors/discrepancies in
the data and as a result will miss more links. In most administrative data collection
systems, the datasets are large, increasing the potential for duplicates, human error
and discrepancies. The system design must allow for complex error patterns within
true links, enabling the determining of links within and between data files.
Furthermore, the deterministic approach ignores the fact that certain identifiers or

certain values have more discriminatory power than others (20).

2.4.2. Probabilistic linkage methods

Probabilistic methods, also known as the Fellegi—Sunter algorithms (45), were
proposed as a means to overcome some of the limitations of deterministic linkage,
and to allow linkage in the presence of recording errors and/or without using a unique
identifier (6,20). Probabilistic strategies take advantage of differences in the
discriminatory power of each attribute and involve the calculation of similarity scores
(match weight), as well as decision rules, to classify record pairs as linked, potentially
linked (treated as dubious records in most linkage tools) and non-linked (9,20,33,45).
It can also deal with some inconsistencies between records with missing data, i.e. it
has the capacity to link records with errors in the linking fields (20).

Probabilistic linkage approaches dominate in traditional record linkage applications
and remain an effective and efficient way to solve the record linkage problem
today (46). Newcombe was the first to propose probabilistic methods, suggesting that
a match weight could be created to represent the likelihood that two records are a true
match, given agreement or disagreement on a set of partial identifiers (9). Fellegi and
Sunter (1969) formalised mathematical methods for considering a record “linked.”
Their seminal work defined a clear linkage rule that assigns a probability that two
records from separate files represent the same person (or entity) (45). However, the
Fellegi and Sunter algorithm has been criticised because of his accuracy and
efficiency (7). Methods have since been developed that improve the accuracy and
efficiency of Fellegi and Sunter’s original work, such as the methods proposed by
Winkler (1993) (47) and Jaro (1995) (48). Probabilistic linkage requires investment in
software that will do the match.
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One of the concerns in probabilistic approaches is the comparison space which
represents the Cartesian product made up of all possible record pairs in files to be
linked. When dealing with large files (e.g. administrative claims files), considering the
entire Cartesian product is often computationally impractical. In these situations, it is
advisable to reduce the comparison space to only those matched pairs that meet
certain basic criteria. Blocking strategies are used to reduce the set of potential
matches to a more manageable number (20). Matched pair identified in the blocking
phase are compared on each linkage identifier, producing an agreement pattern. The
weight assigned to agreement or disagreement on each identifier is assessed as a
likelihood ratio, comparing the probability that true matches agree on the identifier
(“m-probability”) to the probability that false matches randomly agree on the identifier
(“u-probability”). When two records agree on an identifier, an agreement weight is
calculated by dividing the m-probability by the u-probability and taking the log2 of the
guotient. When two records disagree on an identifier, a disagreement weight is

calculated by dividing 1 minus the m-probability by 1 minus the u-probability (20).

Sometimes, partial agreement weights for string comparators are assigned in
situations where two strings do not match character for character can account for
minor typographical errors, including spelling errors in names, addresses or
transposed digits in dates or SSNs (49,50). Partial agreement weights for string
comparators can account for both the length of the string and common human errors
made in alphanumeric strings. If all of the characters in a string are matched character
by character across two files, then the agreement weight is maximised (set at the full
agreement weight). If there are no characters in common, then the agreement weight
is zero (50). The full agreement weight for the identifier can then be multiplied by the
string comparator value to generate a partial agreement weight. For example, if the
full agreement weight for the first name is 12 and the string comparator value is 0.95,
then the partial agreement weight for the match between the first name on one record
and the first name in another record would be equal to 12*0.95, or 11.4. Once the
weights, full and partial, for each identifier have been calculated, the linkage score for
each matched pair is equal to the sum of the weights across all linkage identifiers.
Use of string comparator methods may significantly improve match rates if a large

number of typographical errors are expected.
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An initial assessment of the linkage quality can be gained by plotting the match scores
in a histogram. If the linkage algorithm is working properly, then the plot should show
a bimodal distribution of scores, with one large peak among the lower scores for the
large proportion of likely non-matches and a second smaller peak among the higher
scores for the smaller set of likely matches. The cutoff threshold for match/non-match
status will be a score somewhere in the trough between the largest and smallest
peaks. Depending on the research question and the nature of the study, the initial
threshold can be adjusted to be more conservative (higher score) or more liberal
(lower score). A more conservative threshold will maximise the specificity of the
linkage decision, as only those record pairs with a high score will be counted as
matches. Conversely, a more liberal threshold will maximise the sensitivity of the

linkage decision to possible matches (20).
In summary, the probabilistic linkage approaches require the following steps (20):

= Estimate the m and u probabilities for each linking variable using the observed
frequency of agreement and disagreement patterns among all pairs,
commonly generated using the expectation-maximisation (EM) algorithm

described by Fellegi-Sunter

= Calculate agreement and disagreement weights using the m and u

probabilities

= Calculate a total linking weight for each pair by summing the individual linking

weights for each linkage variable

= Compare the total linkage weight to a threshold above which pairs are

considered a link. The threshold is set using information generated in step 1.

2.4.3. Alternative data linkage methods

Deterministic and probabilistic methods are the most commonly used linkage
approaches. However other methods are available for researchers who have more
challenging linkage scenarios. The EM algorithm is an iterative approach that can be
used for estimating the weights (m- and u-probabilities) under less restrictive
assumptions and provides very accurate estimates of m- and u-probabilities in

situations where the amount of typographical errors in the identifiers is minimal, but
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performs poorly when the identifiers contain numerous typographical errors (49,51).
EM algorithm improves computational procedures in applications of the Fellegi-Sunter
model of data linkage (51). In addition, the Bayesian approach (52) is also an

alternative approach to the frequentist approach.

In recent years, and as a result of new advances, machine-learning approaches (53)
have been applied to record linkage (46). Indeed, alternative methods for supervised
classification methods, such as logistic regression, Support Vector Machines (SVM),
Random Forests and Gradient Boosting, and unsupervised classification methods
(with or without training data, respectively), have found their way into the domain of
data linkage (18). While supervised techniques typically classify each record pair
individually, so-called “collective’ linkage techniques consider whole clusters of linked
records (such as several individuals living at the same address) with the aim to find
an overall optimal and consistent linkage solution for an entire database (54).
Unsupervised machine-learning techniques, on the other hand, are mostly employed
in linkage situations where multiple records of the same individual might exist (for
example all hospital records for the same patient), or where records from groups of
individuals need to be linked (such as all babies born to the same parents) (55-58).
In contrast with the standard Fellegi—Sunter application which uses indexing and
blocking, machine learning-based approaches are likely to use the more sophisticated
clustering approach to indexing. Indexing may also use network information to include,
for example, records for individuals that have a similar place in a social graph. When
linking lists of researchers, one might specify that comparisons should be made
between records that share the same address, have patents in the same patent class,
or have overlapping sets of coinventors. These approaches are known as semantic

blocking, and the computational requirements are similar to standard blocking (18).

2.5. CHALLENGES AND PRIVACY CONCERNS

Although linking administrative data to survey data may be perceived as a relatively
economical and straightforward way to enhance survey data, the actual process can
be costly, time-consuming and challenging. Traditionally, the challenges inherent in
linking administrative data with survey data sources can be grouped into technical

challenges and legal, ethical constraints. This section briefly discusses the main
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challenges and privacy concerns arising when linking administrative data and survey
data.

2.5.1. Technical challenges

The technical challenges inherent in linking survey data with administrative data are
mainly related to the data quality on one hand and to the linkage errors on the other
hand (59).

Challenges due to data quality

Administrative data are primarily not designed for epidemiological research nor for
linkages. They are subject to missing data in case of incomplete recording or when a
person fails to interact with a service and is therefore not captured in the administrative
data. Data linkage adds a further dimension: missing or inaccurate data can also be
introduced if the individual’s record could not be accurately linked due to insufficient
identifying information (23).

Linking survey data with administrative data requires that the two data sources contain
overlapping information, i.e. at least one common variable. The most straightforward
situation occurs when both data sources contain a unique personal identifier, such as
a social security number. In this ideal case, the data can be directly linked, usually
with almost no errors. However, such situations are rather rare. In the absence of
unique identifiers, combinations of other available individual characteristics must be
used instead, such as name, sex, address, and date and place of birth, to identify
identical subjects in both data sets. In this case, data linkage become challenging
since these are “imperfect identifiers” as they may not be unique, and they may vary
over time (addresses and names change). Sometimes one or the other data set will
contain typos or other logging errors, or inputs may be missing entirely. Linking two
data sources based on imperfect identifiers is thus not straightforward; it requires a
multi-step, iterative process (60,61) that can be time- and resource-intensive.
Therefore, depending on the data quality, the appropriate linkage methods should be
chosen (see section above 2.4).
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Challenges due to linkage errors

The appropriate use of linked administrative data for research poses particular
challenges, for example with regard to bias because records cannot be linked or are
incorrectly linked (23). Linkage errors may occur if records are incorrectly linked (false
matches) or when the same person fails to be linked (missed matches) (6,20) (see
Table 2.3). Linkage errors typically occur where there is no unique identifier across
data sources (62) and could lead to biased results and requires appropriate analysis
methods (14,59,63,64).

Other operational challenges

Another challenge that researchers face in data linkage is the principle of
proportionality. According to the principle of proportionality, or “data minimisation”, the
least amount of personal data should be processed that is necessary to achieve the
purpose (65). The selection of the minimum required number of adequate, relevant
variables must be done precisely before the linkage process. However, it is often
difficult to decide on the variables to be involved in the linkage process. The more

information there is in both data sources, the more difficult this task becomes.

Another consideration for researchers wishing to link data is the infrastructure

needed to store and access the linked data.

Finally, analysing linked datasets raises a number of statistical challenges for
researchers. Although linked data have several advantages, it is important to
keep in mind that the limitations of both data sources remain even after the
linkage. In addition, in case of linkage errors, specific statistical methods need
to be applied (6,24).

2.5.2. Legal challenges and privacy concerns

Institutional, ethical approvals processes

The main challenge when linking survey and administrative data is to deal with privacy
and confidentiality issues (66) and the data restrictions resulting from them, especially
with the implementation of the GDPR in 2018. Because of confidentiality issues,

institutional or ethical review boards (IRB) approval is often required to access and
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link administrative data (25). However, such IRB approval process is usually complex

and time-consuming, especially when the linkage is not consent-based.

Furthermore, several legal, ethical and cultural considerations may significantly
constrain the extent to which researchers can link data in practice. These may include
variations and uncertainties over what is permissible, questions around consent, and

concerns over public acceptability and trust (67).

Respondents’ rights and trust - opt-in informed consent

Privacy concerns are justified and necessary, as information in administrative data
are collected as part of administrative processes that are usually conducted without
the explicit agreement of the individuals involved. That means that the individuals
whose information is collected never consented to the use of their administrative
records for scientific research. The respect of respondents’ rights and the duty to
maintain their trust are also very important. According to the new EU data Act, trust
and altruism are essential in secondary data use (68). When researchers plan to link
data as part of a future survey, citizens must be able to decide whether they want to
share their data, be informed that their data is being used and who is using them. The
easiest way to deal with this is to inform survey respondents about the intention to link
survey and administrative data, along with any associated risks, and to ask for
permission to use the collected survey data in such a way through opt-in informed
consent (69-72). However, obtaining the opt-in linkage consent from all respondents
is a challenging task. In addition, such an approach could introduce consent bias if
individuals who give permission to link survey and administrative data sets likely differ
systematically from individuals who deny consent (69). To increase consent rates and
reduce potential consent bias, some authors argue that consent for linkage should be
sought at the beginning of the survey rather than at the end (questions at the
beginning of a survey obtain higher consent rates) (69).

To link historical survey data to administrative data, there are exceptions to the need
for informed consent, especially, when it is impossible or unreasonable to contact the
study participants (71,72). The GDPR contains specific exemptions to informed
consent as a legal basis for the use of data to escape a ‘consent or anonymised
approach’ or a ‘fetishisation of consent’, especially in the case of observational health
research (73). Some countries have legislated legal exemptions to consent for data

use for scientific purposes, which creates legal space for linking data even where an
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individual has not explicitly consented to the linkage of the data. An example of such
exemptions would be in case of ad hoc linkage when the linkage between
administrative data and survey data was not foreseen ahead at the time of survey
implementation. Such legal exemptions usually require demonstrating that the
importance of the scientific inquiry for which linked data are being requested
outweighs any related privacy concerns. However, this is not always sufficient to

obtain the authorisation to access and link the data.

Privacy preserving and separation principle

For confidentiality and other reasons, the separation of data linkage processes and
analysis of linked data is generally regarded as best practice. However, the ‘black box’
of data linkage can make it difficult for researchers to judge the reliability of the
resulting linked data for their required purposes (23,24). To preserve privacy and
avoid disclosing sensitive information, data linkage often relies on the separation
principle of linkage and analysis processes, meaning that those conducting the
linkage (often through trust third party (TTP)) only have access to a set of identifiers,
whilst those analysing the linked data only have access to de-identified attribute data
(23). However, such an approach may cause an important delay in the linkage
process because of administrative steps that take time (e.g. signature of official
agreement between involved parties). Furthermore, although this approach reduces
the risk of disclosing sensitive information about individuals, it implies that important
aspects of the linkage process are obscured which makes it difficult for researchers
to judge the reliability of the resulting linked data for their required purposes
(23,62,74).

In addition, the high risk of identifying an individual's personal details in the linked data
set usually means that a high degree of data anonymisation is required, which
severely restricts access to the data and reduces its research potential. Therefore,
the manager of the administrative data (typically a government institution) usually
requires the exclusion or aggregation of information, to mask its identifiable personal
properties, and may further restrict data access to protect individuals against data
misuse. There are trade-offs between preserving the research potential of the data

and controlling data availability that need to be resolved through compromise (61).
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2.6. EVALUATING LINKAGE QUALITY

The assessment of the quality of the linkage is crucial to detecting possible errors and
to take into account the limitations of the linked data in the statistical analyses. Several
methods can be used to evaluate the quality of data linkage (14,29). These methods
focus on identifying potential sources of bias (that is, which characteristics are
associated with errors) by examining the characteristics of records that are linked
versus those that are unlinked, or that have high versus low quality identifier data, or
that are easily identifiable as having been linked incorrectly (e.g. through quality
control checks) (75). Linkage quality is generally described in terms of the types of
linkage error and the magnitude of these errors (30). Achieving high linkage quality is
essential for ensuring and maintaining the quality and integrity of research and related
outputs based on linked data.

2.6.1. Linkage error

Linking survey data with administrative data usually relies on imperfect identifiers
because of the lack of a unique personal identifier. However, the quality of record
linkage is reliant upon the availability and accuracy of common identifying variables.
Imperfect identifiers are not sufficiently discriminative, prone to missing values,
recording errors, and change over time (24). Irrespective of the linkage methods
implemented, use of imperfect and dynamic identifiers can lead to linkage error
(6,14,76). Linkage errors arise when pairs of records are incorrectly classified and
manifest themselves as false matches (also called false positives) or missed matches
(also called false negatives). False matches occur when records from different
individuals link erroneously; while missed matches occur when records from the same
individual fail to link (23). False matches and missed matches are increasingly being
recognised as a potential source of bias in results from studies using linked data
(55,77). However, it may be difficult for users of linked data who have not been
involved in the actual linkage process to assess the extent to which they influence the
results (24). Analogous to false positives and false negatives, false matches or missed
matches can be viewed through a diagnostic accuracy lens (see Table 2.3). Linkage
procedures frequently involve managing trade-offs between false matches and
missed matches because reducing false matches will tend to increase the risk of

missed matches, and vice versa (30).
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Table 2.3: Linkage accuracy tool

Match status
Assigned link Match Non-match
status
(same individual) (different
individuals)
Link True match (a) False match (b) Total links (a+b)
Non-link Missed match (c) True non-match (d) Total non-links
(c+d)
Total matches (a+c) Total non-matches Total records
(b+d) pairs (a+b+c+d)

source: adapted from Harron, Katie (2022): "Data linkage in medical research.” (14)

2.6.2. Impact of linkage error on research outcomes

Linkage error can threaten the reliability of results based on analyses of linked data.
Errors in linkages involving administrative data are often unavoidable, specifically
when imperfect identifiers are used for linkage. The impact of linkage error on analysis
of linked data depends on the structure of the data, the distribution of error, and the
proposed analysis. With health data, the number of false matches and missed
matches can directly affect the estimation of prevalence or incidence rates as well as
the associations. The impact of linkage bias can be high even when the error is small,
as small amounts of linkage error can result in substantially biased results (78).
Conversely, a large amount of error will not necessarily produce bias. This is because
the impact of linkage error depends more on how it alters the structure of the data
than on the number of errors that have occurred. For example, if an event is rare, it
would require only a small decrease in specificity for many or the majority of assigned
events to be false, with consequent implications for any conclusions drawn from the
data (30,78).

False matches (low specificity) lead to overestimates of prevalence. For instance,
when a record is linked but no link should have been made (e.g. linking a survivor to
a mortality record), this can have implications for prevalence estimates (such as
overestimating a rate). False matches are a further challenge. Irrespective of the
levels of linkage errors, false matches reduce the magnitude of the association. When
records from two different individuals are linked together, false matches can add noise
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to estimates, dilute true relationships, and tend to lead to bias towards the null
hypothesis, i.e. they can increase the likelihood of a type 2 error (55). If false matches
depend on individual characteristics (e.g. sex, because of maiden/married name
inconsistencies) this may lead to biased estimates of association, e.g. if sex is related

to both the exposure and outcome of interest (23).

Missed matches lead to underestimates of the prevalence. When unlinked records
are excluded from analyses, one consequence is a reduced sample size and
statistical power and, irrespective of the levels of linkage errors, reduce precision. If
linkage is ‘informative’ (e.g. linkage to a disease register indicating the presence of a
particular condition), a consequence of missed matches can be under-ascertainment
of exposures or outcomes. However, with the large sample sizes available in
administrative data, a more serious problem associated with missed matches is
selection bias, which occurs when particular groups are systematically less likely to
link (non-random or differential linkage error) (64,79) and hence are excluded from
analysis. Systematic reviews of studies comparing the characteristics of linked and
unlinked records have identified that more vulnerable or hard-to-reach populations are
often missed, with the probability of a missed match being associated with a range of
characteristics including sex, age, ethnicity, deprivation and health status (64,80).
Consequently, the linked data may not be representative of the population of interest,
which can reduce the study’s external validity (loss of generalisability) or may not
capture subgroups that are of particular interest. As these demographic variables are
often associated with exposures or outcomes of interest, differential rates of linkage
error may also introduce bias. For example, unlinked mortality records in one
particular ethnic group could lead to a distorted comparison of mortality rates by
ethnicity (81). If unlinked records are to be excluded from analysis, selection bias (or
collider bias) can occur if selection into the linked dataset is related to both an
exposure and an outcome of interest (82). For example, suppose it is more difficult to
link records for low birthweight babies and also more difficult to link records from
mothers who smoke. In this case, records for low birthweight babies that are
successfully linked are more likely to be from mothers who do not smoke (since, in
this example, records from mothers who smoke are more difficult to link). Conditioning

on linked records could therefore induce a protective relationship between maternal
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smoking and low birthweight, analogous to the birthweight paradox described in
epidemiological literature (24,83).

Therefore, adjusting for these biases could provide more robust results using data
with considerable linkage errors. Studies based on high-quality linked data in
developed countries show that even minor linkage errors, which occur when records
of two different individuals are erroneously linked or when records belonging to the
same individual are not linked, can impact bias and precision of subsequent analyses.
The authors evaluated the impact of linkage quality on inferences drawn from
analyses using data with substantial linkage errors in rural Tanzania (84).

Table 2.4 gives an overview of the types of linkage error and their impact on the results

Table 2.4: Types of linkage error and how they arise

Error type False links Missed links
Also known as | False positives False negatives
What is the Records are linked but they Records from the same individual are
error? belong to different individuals not linked
Common Identifiers do not discriminate Usually from errors in identifiers:
sources of well between individuals: .
error o e  Typographical errors
e Large file sizes e Changes over time (e.g.
Many people share married women changing
identifiers e.g. age their surnames)
and sex e Missing or invalid data
Type of bias Information bias (i.e. Selection bias or information bias
that might misclassification or
result measurement error)

Source: Amanda Kvalsvig et al. (2019). “Linkage error and linkage bias: A guide for IDI users” (30).
2.6.3. Measuring linkage quality

Typically, researchers become aware of errors when an invalid or implausible
combination is found following early applications of consistency or logic checks. For
example, a hospital record of a full-term delivery occurring after a hospital record
indicating a hysterectomy (84), or hospital records indicating that a person was
hospitalised after their date of death (30).

Assessing linkage quality is vital and allows identifying limitations of the linked data to

be considered within analysis. Furthermore, such evaluation will improve the quality
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and transparency of epidemiological and clinical research using the linked data (24).
Evaluation of linkage quality is typically done either through systematic quality
assessment within large-scale linkage systems or on a project-specific basis, and can
be done by the data linker, the data-user, or a combination of both. For large-scale
linkage systems, systematic quality assessment might include regular consistency
checks and manual review of linked and unlinked records. For project-specific
linkages, the nature of evaluation of linkage will depend on the nature of the planned
analyses and the information available. For example, a particular study question might

require high specificity, in which case evaluation would focus on the false match rate.

Errors that occur during the linkage process (false matches and missed matches) can
lead to biased results, although the extent of this bias in research based on linked
data is difficult to measure, as standard measures of linkage error do not necessarily

allow understanding of the impact of these linkage errors on results (85).

Measures of linkage error typically reported in the literature include match rate,
sensitivity, specificity, positive predictive value and negative predictive value
(6,21,23,24,86,87). In practice, the number of non-matches will usually far outweigh
the number of matches, therefore the positive predictive value and sensitivity are more
informative than the specificity and negative predictive value. F-measure, the
harmonic mean of positive predictive value and sensitivity is commonly used to
represent the quality of a linkage with just one number (20,21). Using a single metric
makes it easier to compare linkages. The use of the harmonic mean results in higher
scores only when both precision and recall have higher scores, unlike a simple

average. Table 2.5 presents these measures and how to calculate them.
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Table 2.5: Standard metrics of linkage errors

Measure Definition Formulae
Match rate Proportion of records that (at+b)/(a+b+c+d)*
were linked
Sensitivity (or Recall) Proportion of matches that | a/(a+c)
are correctly identified as
links
Specificity Proportion of non matches | d/(b+d)
that are correctly identified
as non-links
Positive predictive value Proportion of detected links | a/(a+b)
(or Precision) that were true
Negative predictive value Proportion of non-matches | d/(c+d)).
that are not true links
F-measure The harmonic mean of 2 X Precision X Recall
precision and recall Precision + Recall

*a, b, c and d refer to Table 2.3.

The most appropriate linkage quality measures depend on the purpose of the linkage
and the end use of the linked data: avoiding false matches is important for some
studies, whereas for others, a high match rate may be more desirable. For example,
consider linkage between a cohort dataset and a cancer registry. A highly specific
linkage (i.e. one where there were few false matches) would mean that all participants
identified as having cancer really did have the disease. However, a strict linkage
strategy may prevent some links from being identified, meaning that some of the
controls also had cancer, but had not been identified. This could lead to dilution of any
true associations and would mean that the linked data may not be useful for providing
estimates of cancer incidence. Conversely, if a more sensitive linkage were achieved,
incidence estimates would be more accurate, as more cancer cases have been
identified. However, some of the records may be falsely linked, meaning that a number
of controls are misclassified as cases. It is important to understand the implications of

linkage errors when considering study design and analyses (6).

A major limitation of the standard measures of linkage error is that they do not provide
information on how results of analyses might be affected in terms of bias (24,85) and

are not always relevant or interpreting them is not always straightforward. For
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example, match rate is only helpful if you know how many records from a particular
dataset should be linked (6).

Several approaches to evaluating linkage quality have been proposed to overcome
limitations of standard methods. The use of these methods can help researchers using
linked data to understand the potential impact of linkage error on results, and comprise
(6,23,24):

= Comparing linked data with reference or ‘gold-standard’ datasets where the

true match status is known

= Structured sensitivity analyses where a number of linked datasets are

produced using different linkage criteria

= Comparisons of characteristics of linked and unlinked data to identify any

potential sources of bias

= Statistical methods accounting for linkage uncertainty within analysis (e.g.
using missing data methods), or using population weights to account for

groups or people who are more or less likely to be linked
= Quality control checks (implausible scenarios).

Table 2.6 summarises these main approaches to evaluating linkage quality.
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Approaches

Purpose

Strengths

Limitations

Technical
requirements

‘Gold standard’ or
reference data

To quantify errors
(missed matches and
false matches)

Easily interpretable;
allows linkage error
to be fully measured

Representative gold
standard data are rarely
available

A representative group of records for which
true match status is known; data linker
capacity to perform evaluation (researchers
rarely have access to gold standard data)

Comparing
characteristics of
linked and
unlinked data

To identify subgroups of
records that are more
prone to linkage error
and are potential
sources of bias

Straightforward to
implement and
easily interpretable

Cannot be applied if
systematic differences are
expected between linked
unlinked records (e.g. if
linking to death register)

A linkage design where all records in at
least one file are expected to link: provision
of record-level or aggregate characteristics
of unlinked records to researchers

Where not all records are expected to link
(e.g. linkage between a study population
and a disease registry), comparisons may
need to be performed on a higher level. For
example, age and sex distributions of linked
records could be compared with
distributions in population data,

to establish how representative the linked
data are of the target population, i.e. to
explore any evidence of selection bias

Sensitivity
analyses

Assesses the extent to
which results of interest
may vary depending on
different levels of error,
and the direction of
likely bias

Straightforward to
implement

Results may be difficult to
interpret as false matches
and missed matches may
impact on results in
opposing or compounding
ways

Provision of information on the strength of
the match (e.g. deterministic rule or
probabilistic match weight)

Post-linkage data
validation

To estimate minimum
false-match rates by
identifying implausible
scenarios within the
data.

Source: Harron et al. (2017) - A guide to evaluating linkage quality for the analysis of linked data (24); Harron et al. (2017) - Challenges in administrative data linkage for
research (23); Harron et al. (2016) - An introduction to data linkage (6)
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2.6.4. Addressing linkage error in analysis of linked data

Mitigating the impact of linkage error is essential to deal with linkage bias. The goal of
adjusting for linkage bias is to produce an analysis output (e.g. estimate of effect) that
is closer to the true value than the unadjusted (biased) result (88). When linkage error
is identified as a possible source of bias, methods to adjust for these biases should
be used, which can help provide more robust results (24). Evaluation of linkage quality
can guide decisions about appropriate study design. For example, if linkage is used
to identify individuals with a particular condition or disease (informative linkage), high
levels of missed matches will lead to under-ascertainment, meaning that cohort study
designs may be unsuitable (particularly for deriving estimates of prevalence or
incidence). Where linkage rates are too low, researchers may conclude that linked
data are not fit for these purposes. On the other hand, a case-control study may still
be valid, whereby a high threshold is used to identify cases and a low threshold is
used to identify controls (assuming no other biases are present). In this scenario,
records for which there is uncertainty about linkage would not be included in
analysis (24). Accounting for linkage error in analysis is an ongoing area of
methodological research (14) but includes approaches that view uncertainty in linkage
as a missing data problem best handled with some form of multiple imputation or
weighting, and those that attempt to quantify and adjust for errors using quantitative
bias analysis (63). Overall, techniques for addressing linkage error can be broadly

grouped into probabilistic analysis, sensitivity analysis and bias analysis (29).

Probabilistic analysis: including multiple imputation and inverse probability

weighting.

If individual-level information about matching status (correct or incorrect) is available,
then match probabilities can be inputted into multiple imputation to handle missing
values due to unlinked or equivocal records (85,89). Furthermore, information from
match weights can be incorporated into imputation procedures, making use of variable
distributions in candidate links (known as ‘prior-informed imputation’ (PII)). PIl is a
more flexible method for dealing with linkage uncertainty. The method incorporates
information from ‘auxiliary’ variables, such as individual characteristics associated

with linkage quality to help correct for selection biases without requiring
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identifiers (85). Pll aims to select the correct value for variables of interest. Unlike
existing methods which accept a single complete record as link, PII, allows more than
one candidate linking record to be considered in analysis. Pl can be utilised for data
that belong to records that cannot be matched unequivocally. In this way, the
information from all potential matches is transferred through to the analysis stage.
This procedure allows for the propagation of matching uncertainty through a full
modelling process that preserves the data structure. Standard multiple imputation has
also produced unbiased and efficient parameter estimates in simulation studies
(85,89).

In the inverse probability weighting models, the analysis can be weighted to take error
into account. Such an approach has been successfully used in previous studies
(90— 92). Probabilistic analysis requires access to uncertain links and estimates of
match probabilities that may be hard to estimate. A second limitation of these
techniques (one that is likely to be addressed in future development) is the
complications that arise when the unit of analysis is affected by clustering (e.g. when
two records are counted as one person if linked and two people if not) (29).

Sensitivity analysis: in which the analyst varies the threshold for accepting record
pairs as links, moving up or down the spectrum of agreement. If direct adjustment is
not possible but record-level linkage weights are available, researchers can gain some
indication of the likelihood of differential linkage error using a sensitivity analysis
approach, i.e. by repeating an analysis using different cut-offs to understand how
sensitive the analysis results are to differing cut-offs; this approach can generate
insights about linkage error by examining how the results change as the balance shifts
between false positives and false negatives (30). For example, Lariscy et al (2011)
utilises sensitivity analyses to examine how ethnic mortality differentials change with
modification of the National Center for Health Statistics (NCHS) recommended match
score cut-off points for death ascertainment (81). While sensitivity analysis is probably
the most common example of analysis accounting for linkage error to date, it is also
limited. There is generally a trade-off between missed links and false links (or recall
and precision, or sensitivity and specificity (93) and no point of zero linkage error
anywhere on the spectrum of agreement. The range of analysis outputs produced
from a range of link-acceptance thresholds is not guaranteed to encompass the true

value of any target parameter.
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Bias analysis in which estimates of the likely or plausible extents of linkage error are
used to either make qualitative inferences about the strength and direction of linkage
error bias, or to quantitatively adjust analysis outputs for its influence linkage error
bias (56,75,94). If information about how linkage error affects the distribution of
outcomes and exposures is available, it may be possible to use well-established
techniques for quantitative bias analysis, to adjust for these errors (88,95). The
strengths of bias analysis lie in its flexibility; if empirical estimates of linkage error rates
are unavailable then assumptions about these can be specified (96). Quantitative bias
adjustment is particularly relevant for simple analyses but becomes more complex
with complicated designs involving more than two data sources and/or a number of

covariates (24).

2.7. VALIDATING LINKAGE RESULTS

The final step of the linkage process is the validation of the linked data. A number of
validation routines can be applied to avoid incorrect data linkage and to ensure the
high quality of the final dataset. Linked data validation methods include both
plausibility checks within the primary data and consistency checks of information given
in primary and secondary data (97). Another approach is to assess the extent to which
the matched sample reflects the target population. For instance, in a study linking a
single State’s cancer registry to Medicare administrative claims for that State,
researchers may use estimates of the percentage of cancer patients aged 65 years
and older to determine what percentage of patients in the cancer registry would be
expected to be linked to the Medicare data. If estimates indicate that 60 percent of
cancer patients in the State are 65 years and older, then it is reasonable to expect
that 60 percent of the patients in the cancer registry will be matched with Medicare. If,
instead, the researcher finds that only 30 percent of patients in the cancer registry are
successfully matched, this may serve as a signal that there is a problem with the
matching algorithm (20). While not well-documented in the literature, some form of
manual review is typically employed to check the results. Before starting the manual
review process, a set of decision rules is developed to standardise the decision
process across reviewers. Next, a random sample is drawn from the set of all potential
matches identified during the blocking phase. Following the decision rules, one or

more reviewers then determine whether each potential match is a match or non-
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match. Finally, the decisions documented during the manual review process are used
as a gold standard against which the decisions made by the algorithm are compared,
allowing for the calculation of the sensitivity, PPV, and f-measure of the algorithm. A
good algorithm should have scores of 95 percent or better across the three metrics
(20). Other quality and completeness methods including comparisons with published

reports have also been used in previous study to validate linked data (98).

2.8. CONCLUSIONS

The content and quality of the data sources to be linked play an important role in the
choice of linkage methods. While deterministic methods are simplest and best suited
to 'perfect’ data where there are unique personal identifiers or highly discriminating
linkage keys, probabilistic methods are more complex and can be adapted to
imperfect data. For confidentiality and other reasons, it is generally considered good
practice to separate the processes of data linkage (via trusted third parties) from the
analysis of the linked data. However, the 'black box' of data linkage can make it difficult
for researchers to judge the reliability of the resulting linked data for their intended
purposes. Linkage errors, where records cannot be linked or are incorrectly linked,
pose the greatest threat to the quality of the linked data and ultimately lead to
information bias and selection bias. Care must be taken to assess the quality of the
linkage in order to provide reliable results.

Researchers should be proactive in assessing linkage quality with respect to bias due
to linkage errors, in understanding the consequences of underlying data quality and
linkage errors, and in appropriately accounting for these in study design and analysis.
Methods for handling linkage errors may lead to more robust research, but they are
still an area of ongoing research. Finally, researchers should validate the linked data

before undertaking any analysis using the data.

The next chapter of this thesis (chapter 3), in addition to describing the data sources
used in the thesis, describes the practical implementation of HISlink using
deterministic methods, the challenges and confidentiality issues encountered, the
comparison of linked and unlinked data to assess the quality of HISlink data and
identify potential sources of bias, and how linked data were validated using different
methods, including checking for implausible scenarios, comparison with reference

data (previous reports, previous linkages).
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3.1. DATA SOURCES

HISlink involves the linkage of two data sources: the BHIS data and the BCHI. A first
linkage with BHIS 2008 data was done in 2012. Based on the experience of this
project a more systematic linkage between BHIS and BCHI data was set up, starting
from the BHIS 2013 onwards. HISlink specifically refers to the latter and studies
presented in this thesis are based on the linkages carried out in the framework of
HISlink.

3.1.1. Belgian Health interview survey

The BHIS was first launched in 1997 and since then it has been organised with
intervals between three and five years. More specifically, the following waves have
been organised: BHIS 1997, 2001, 2004, 2008, 2013, 2018 and the BHIS 2023 is
currently underway. A brief overview of the most essential features of the BHIS are
provided here. Detailed information on the BHIS can be found in the survey protocols
available on the BHIS website (1) and in Demarest et al. (2013) (2).

3.1.1.1 Organisational and legal context

The BHIS is executed by Sciensano, the Belgian health institute, and it has been
commissioned and co-financed by the different Belgian authorities competent in the
field of public health in the framework of interministerial agreements between the
Belgian Federal State and the Federated authorities (Regions and Communities).
Important partners are Statbel, the Belgian statistical office which is playing an
essential role in the field work and data collection, and the Center for Statistics
(Censtat) of the UHasselt, for statistical advice. There is also a scientific steering
committee with representatives from universities, administrations and other

stakeholders.

3.1.1.2 Aims

The main objective of the BHIS is to measure the health status of the population in
Belgium, accounting also for three sub-regional populations (Flemish, Walloon and
Brussels). The BHIS is designed to obtain information on people’s health experience,
their attitudes and health-related behaviours, the extent to which they use healthcare

facilities and their use of preventive health and social services. This information
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enables health authorities and stakeholders to pursue a proactive health policy aimed
at improving public health and addressing the needs of groups at risk, but also to
influence policy and health programmes with surveillance data. The BHIS provides an
overall picture of the health status of the population and allows identifying of the main
health problems, as well as the social and behavioural factors that influence them.
The repeated organisation of the BHIS enables the studying of trends in public health-
related indicators and contributing to policy evaluation. Through the BHIS, a rich
database is constructed for the scientific community allowing more in-depth research.
The information collected via the BHIS is not only used at regional and national level
but also for reporting to international instances such as Eurostat, World Health
Organization (WHO), United Nations (UN) and the Organisation for Economic Co-
operation and Development (OECD).

3.1.1.3 Target population, sample size and sample method

The target population of the BHIS includes all persons residing in Belgium, regardless
of their age, place of birth, nationality or other characteristics. The sampling frame
consists of all households listed in the National Register (NR). Specifically, a
household is defined as the people living at the address of a reference person.
Collective households are included in the sampling frame, with each individual
belonging to a collective household being considered as a one-person household.

However, people living in:

- aninstitution (including psychiatric institutions), with the exception of elderly

people living in nursing homes,
- areligious community or cloister with more than 8 persons,
- aprison
are post hoc excluded from the survey for practical reasons.

The basic net-sample size of BHIS, expressed as the number of successful interviews
to be obtained is defined before starting data collection, taking into account specific
budget constraints and the available logistic means. For all BHIS up to 2013, the total
number of successful interviews for the basic sample was set at 10,000 (3,500 for
Flanders, 3,500 for Wallonia, including 300 for East Belgium and 3,000 for Brussels
Capital Region). From the BHIS 2018 and onwards, the basic net-sample size
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increased to 10,700 since the net-sample size for the Flemish Region increased to
4,200 successful interviews. This increase was requested to obtain some minimal
information at the level of the health region “zorgregio’s” (health regions include
different municipalities and can be interpreted as a level between province and
municipality). From the Protocol Agreement BHIS 2001 onwards, other authorities
than the Commissioners could ask (and pay) for (a) supplement sample(s) as long as
the total size of this (these) supplement sample(s) did not exceed 3,000 participants,
this in order to keep the fieldwork manageable. Oversampling of specific population
groups was conducted for specific provinces in 2001, 2004, 2013, 2018 and 2023.
Table 3.1 gives an overview of the oversampling for all survey editions and total

interviews (planned and realised).

Table 3.1: Overview of the sample size of the Belgian health interview surveys 1997-2023

Year 1997 2001 2004 2008 2013 2018 2023
Basic sample 10000 | 10000 | 10000 | 10000 | 10000 | 10700 | 10700
Provincial oversampling

Antwerp 350

Hainaut 500

Limburg 200 450

Luxembourg 1000 897 600
Oversampling
German Community 600 600
Oversampling elderly

65-84 years 550

75-84 years 400

85 years + 700 850
Total interviews

Planned 10000 | 12050 | 12597 | 11250 | 10600 | 11300 | 11300

Realized 10221 | 12111 | 12945 | 11254 | 10829 | 11611 N.A*

*NA = Not available. As data collection for the BHIS 2023 is currently underway, the final sample size, i.e.
the number of interviews conducted, is not yet available.

In order to achieve the predefined number of successful interviews, taking into
account all the technical constraints relative to the data collection mode as well as
financial consideration, a multistage sampling design is developed. In summary, the
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final sampling scheme, i.e. the mechanism to obtain a probabilistic sample of
households and respondents, is a combination of several sampling techniques:
stratification, multistage sampling and clustering. The selection process consists of
the following steps:

1. Regional stratification where the number of interviews to be carried out for each

region is fixed at 4,200 for Flanders (since BHIS 2018, 3,500 in the previous editions),
3,500 for Wallonia and 3,000 for Brussels. These figures do not include the
oversampling. The reason for this stratification is to ensure that inferences can be

drew for each region with nearly the same precision.

2. Stratification at the level of the provinces. This second level of stratification is done

to improve the quality of the sample over a simple random sample. In particular, a
balanced geographical spread is achieved. For the base sample, the sample size

within the provincial stratification is proportional to the population size of the province.

3. Stratification at the level of the zorgregio’s/arrondissements électoraux. Since the

BHIS 2018 an extra stratification level — the level of zorgregio’s — was added to the
sample scheme. This third level of stratification was introduced on the demand of the
Flemish community who wished to make geographical comparisons at a lower
geographical level (zorgregio’s). To have a consistent methodology it was explored
which geographical level could be identified in the Walloon region, having more or
less the same number of geographical units. This appeared to be the arrondissements
électoraux. Since neither zorgregio’s nor arrondissements électoraux trespass
provincial borders, this additional stratification level does not impact the provincial

stratification. Ultimately, 29 strata were distinguished in the sampling procedure:
- 14 strata in the Flemish Region (the 14 ‘zorgregio’s’),
- 1 stratum in the Brussels Capital Region,

- 14 strata in the Walloon region: the 14 ‘arrondissements électoraux’ (except

the 9 municipalities of the German Community),

- 1 stratum for the German Community.
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4. Then, within the strata, units are accessed in two (for the households (HH)) or three

(for the individuals) stages:

(1) Municipalities are selected with a selection probability proportional to their
size, within each stratum. These municipalities are called the Primary Sampling
Units (PSU). To facilitate the fieldwork, for each PSU selected, a group of 50
individuals residing in that municipality must be interviewed successfully during

the survey year.

(2) Within each municipality, a sample of households - the Secondary Sampling
Units (SSU) - is drawn in such a way that 50 individuals per PSU can be

interviewed in total.

(3) Finally, at most four individuals - the Tertiary Sampling Units (TSU) - are
chosen for the interviews within each household. Only questioning the
reference person within a household would not enable us to give a good picture
of a household's health status. For households with four members or less, all
the members are selected. For households with at least five members, the
reference person and his/her partner (if any) are selected. Among the remaining
household members, a random selection is made, so as to yield four selected
household members. Interviewing more than four persons within a household
is inefficient because of the familial correlation and because the burden on the

household would be too great.

5. To avoid seasonal effects, interviews are spread over the whole calendar year so

that each quarter is comparable in terms of humber of selected units. The quarters
are defined as follows: Q1: January-March; Q2: April-June; Q3: July-September and
Q4: October-December.

3.1.14 Field work and data collection

The fieldwork is organised by Sciensano in collaboration with Statbel, the Belgian
Statistical Office. The selected households for the BHIS are informed by means of an
introduction letter which contains information about the commissioners, the aims of
the BHIS and the voluntary character of the BHIS. Furthermore, this letter states that
an interviewer from Statbel will contact them. This introduction letter is accompanied
by a leaflet which contains more detailed information on the BHIS. With the exception
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of the BHIS 2013 wave, no incentives for participation are foreseen. Interviews are
carried out by around 200 trained interviewers at the respondent’s home. If a
household cannot be contacted after making at least five contact attempts or refuses
to participate, the interviewer receives a replacement or substitute household from
Statbel. The first three substitute households are similar to the first one in terms of
age of the reference person, statistical sector of residence and household size. If the
fourth household also does not participate, there is an extra reserve of four additional
households, but these do not necessarily have the same characteristics as the initially

selected one. Monitoring and follow-up is done by a central secretariat at Statbel.

Prior to contact by the interviewer, each selected household receives a letter and
information leaflet. Questionnaires are available in the three national languages
(Dutch, French, German) and in English. The questions in the questionnaires are
organised in terms of modules, i.e. a set of questions related to specific topics. The
interview consists of several parts that make use of different modes of data collection.
Household information (i.e. composition of the household, household income,
expenses on healthcare consumption, characteristics of the house, etc.) is obtained
from the reference person or the partner through a face-to-face (F2F) interview. An
F2F interview is also conducted with each selected member of the household (max.
4 household members are interviewed) to obtain information on health perception,
chronic conditions, healthcare consumption, etc. If the selected person is younger
than 15 years old or not able to answer him/herself, a proxy interview is conducted.
Questions that are more sensitive are addressed through self-administered paper and
pencil (P&P) questionnaire, which is restricted to people aged 15 years and older.
This self-administered P&P questionnaire contains questions on mental health,
alcohol consumption, illicit drug use, etc. The use of this second and more private
mode containing a specific part of the questionnaire is a type of mixed-mode design
used to reduce the social desirability bias for sensitive questions and so the overall
measurement error (3,4). The P&P is not completed in the case of a proxy interview.
Until 2008, the F2F interview was conducted via a Paper Assisted Personal
Interviewing (PAPI). In 2013, the switch was made to a Computer Assisted Personal
Interviewing (CAPI). Data obtained via CAPI are transferred to a server of our
fieldwork partner Statbel through a secured Internet connection and the P&P

guestionnaires are sent (through postal mail) or brought to Statbel for encoding. From
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BHIS 2018, a module containing questions on the mental health of children and
adolescents was introduced in the BHIS. The questions had to be completed via a
Computer Assisted Personal Interview (CASI). This means that respondents entered
their own answers on the laptop of the interviewer. This sub-module had to be
completed by the parents of children from 2 to 15 years or by the adolescents between

15 and 18 years themselves.

3.1.15 Strengths and limitations of BHIS data

From previous sections, there is no doubt that the BHIS is an important source of
information on population health in Belgium. It should of course also be acknowledged
that there are limitations as in all the HIS. Table 3.2 presents an overview of the main

strengths and limitations of the (B)HIS data in general.

Table 3.2:  Overview of the strengths and limitations of the (Belgian) health interview
survey data

Strengths Limitations

population, including people who do not
make use of health services.

e Dataare collected atthe level of thetotal | e  Expensive (but it is relatively cheap

compared with other surveys such as
health examination survey)

Information is obtained from the
perspective of the individual him/herself.

Subject to biases such as selection
bias, recall bias or social desirability
bias

The collection of self-perceived health,
lifestyle, behaviour is only (or mainly)
possible through a survey.

Logistically more demanding and
time-consuming  compared  with
administrative data

Information is collected simultaneously
on the health status, health behaviour
and healthcare utilisation of individuals,
but also on socio-demographic health
determinants, such as e.g.
socioeconomic status.

A limited number of questions can be
included because the burden for
interviewers and interviewees must
remain acceptable. Otherwise, this
might yield a lower participation rate

This horizontal data collection makes it
possible to study the relation between
different domains and topics.

Representativity is a concern in the
case of low response rates.

3.1.2. Belgian Compulsory Health insurance

In Belgium, there is compulsory health insurance with exhaustive and detailed data

on the reimbursed health expenses of over 99% of the total population. This means
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that almost every citizen holds a membership at one of the seven sickness funds.
However, there are some differences in coverage rates between regions and
demographic characteristics (5). Since 2002, the IMA, an overarching national
organisation, collects and manages data from these sickness funds for all Belgian
citizens (hereinafter referred to as BCHI data). The BCHI database is a longitudinal

linkage at individual level with the following information:

1) Some socio-demographic information such as age, sex, place of residence,
vital status (deceased yes/no and date of death), limited socioeconomic
information, including the individual’s status with respect to the entitlement to

some social benefits, preferential reimbursement, etc.
2) Detailed information on reimbursed health care.

3) Detailed information on the delivery of reimbursed medicines (Pharmanet
data).

The different components are linked together using a TTP (6), i.e. the linkage was
outsourced to another organisation that has access to identifiable data and has
performed the linkage. The database includes an arbitrary id-code, allocated by the
TTP and is updated annually. Detailed information on the BCHI data can be found
in (7).

As the primary goal of the BCHI data is for reimbursement purposes, the data on
healthcare utilisation is highly accurate. BCHI data are widely used by important
actors in the health field, such as the NIHDI, the KCE, the Belgian Federal Planning
Bureau and the healthcare insurers for reimbursement purposes, assessment and
planning of healthcare costs. In addition, BCHI data are also used for specific studies
beyond their initial intended use (secondary use). An advantage is that the data are
not self-reported or limited to a certain registration period but are continuously
collected for administrative use. Although BCHI data do not include information on the
diagnosis, methods have been developed to use those data to estimate the
prevalence of certain chronic diseases at the level of the general population
(pseudopathologies derived from medication use) (8). Due to a number of limitations
to pseudopathologies / disease groups (uncertainty about the difference between
pseudopathology / disease groups, lack of updates to outdated definitions, hospital

drugs not taken into account when determining disease groups), the concept of
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pseudopathologies has recently been revised and replaced by the term “Pharmacy
Cost Groups” (PCG). The term “Pharmacy Cost Groups” is based on the Dutch
pharmaceutical cost groups classification managed by the National Institute of Health
Care and covers the burden better than disease groups (9). Furthermore, since BCHI
data registrations are usually standardised and continuously collected, they enable
trend analyses and longitudinal studies (10,11). However, BCHI data have some
shortcomings: it only includes information on covered health services and goods, and
there is limited information on outpatient supplements. In addition, there is limited
socio-demographic data. Moreover, as BCHI data is based on billing of services which
may involve several manipulations, data may be subject to errors (e.g. inaccurate
procedure codes, upcoding errors, duplicate billing). Table 3.3 summarises the main

strengths and limitations of BCHI data.

Table 3.3:  Overview of the strengths and limitations of the Belgian Compulsory Health
Insurance data

Strengths Limitations
e Objective health consumption | e  Does not include information on the diagnosis
data
e For the whole population, no | e Only data regarding reimbursed healthcare
selection bias consumption are considered
e Standardised and | e Limited socio-demographic information

continuously collected

e May be subject to errors (e.g. recording errors),
missing data

Since 2002 a legal framework exists to use a permanent sample of the BCHI data for
policy and research purposes. This database, officially called the “Echantillon
Permanent/Permanente Steekproef” (EPS), is a representative randomised sample
of 1/40th of the Belgian population. For the population of 65 years and older an extra

sample is taken, as a result of which 1/20™ of the population is included.

All the studies of this thesis were based on an individual linkage between the BHIS
2013 and BHIS 2018 with BCHI data using the national register number. In one of the
studies not only linked data were used, but also results from the EPS to assess the

selection bias of mammography uptake among women aged 50-69 years old.
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3.2. IMPLEMENTATION OF THE LINKAGE
3.2.1. Context, commissioner and objectives

Health data are essential for the development of a coherent health policy. In Belgium,
a lot of such data are available, including the BHIS and the BCHI data sources. A
problem is that these data are often fragmented and not integrated into an effective
integrated health information system. The BHIS and the BCHI data are two
complementary cornerstones of the Belgian health information system. Self-reported
information is collected during the BHIS on the health status, lifestyle, healthcare use
and socio-demographic background characteristics of a representative sample of the
population in Belgium. The BCHI database is an administrative database with detailed
information on reimbursed healthcare expenses of the total population. As highlighted
above, both data sources have their strengths and shortcomings. The HISlink project
tries to overcome these shortcomings. Through an individual linkage of BHIS and
BCHI data, it is possible to address health-policy-relevant questions that each of the
data sources separately cannot answer. The linked database has the advantage of
combining the strengths of both sources (horizontal data collection from the BHIS and
detailed data on healthcare expenditure from BCHI data), which makes it a very

powerful instrument for answering a number of policy-relevant questions.

In 2012, a series of NIHDI’s reports had shown that healthcare expenditure was
systematically lower in the Brussels capital region as compared with the Flemish and
Walloon regions. An in-depth analysis of this phenomenon required more
comprehensive data. However, BCHI data lack sociodemographic and health
information which could be useful to understand the differences between the three
regions. Sciensano was therefore commissioned by NIDHI in 2013 to explore this
phenomenon in more detail by means of a linkage between the BHIS and BCHI data
to verify whether these differences are related to the specific demographic, socio-
economic and health characteristics o